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Abstract

Asking questions is crucial to human understanding, enabling us to gain deeper insights into the

world around us and close gaps in our knowledge. It represents an important and challenging

task in the field of natural language processing.

In this study, we implement and train a text-to-text neural question generation model, and

show that it is able to produce coherent questions.

We investigate the pointer network, a component used to generate questions that include

previously unseen words by copying from the input, and show that careful consideration of

when the model should copy can lead to results competitive with the current state of the art.

We experiment with training the model directly on rewards designed to measure question

quality, and show that although the models are able to attain higher scores, this does not result

in better questions.

Finally, we perform a human evaluation of our models, showing significant improvements

over the non-neural baseline.
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Chapter 1

Introduction

1.1 Motivation
Despite the advent of information technology and the ability to store large amounts of data

in carefully structured databases, a large amount of human knowledge is still recorded and

communicated via natural language. Scientific papers, legal documents and medical records

represent valuable sources of data, and there is significant interest in improving access to the

knowledge they contain.

Posing questions about a document in natural language is a crucial aspect of this effort,

enabling machines to ask clarification questions (Saeidi et al. 2018), become more robust to

queries (A. W. Yu et al. 2018), and to act as automatic tutors (Heilman and Smith 2010). Singer

and Donlan (1982) found that students who were asked to pose questions on the material they

were studying subsequently went on to perform better in tests on that material.

This project is about generating questions 
in English, based on a given document and 

an answer within that document.
What is this project about?

?

The ability to ask natural and non-trivial questions involves a number of subtasks, includ-

ing language modelling, generation and comprehension. A good approach to question genera-
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1.2. Bloomsbury AI Chapter 1. Introduction

tion therefore requires an understanding of these more abstract tasks and is of general academic

interest.

While questions often have a unique answer, the inverse is rarely true; there are multiple

ways of phrasing a question, and there can be semantically different questions with the same

answer. The ability to generate questions therefore provides a mechanism for augmenting exist-

ing question answering datasets or automatically annotating new ones, improving the resilience

of question answering models.

Generating questions in advance can also help with document recovery, by acting as a

form of index. If a new query is the same as (or at least similar to) a generated question about

a certain document, then it is likely that this document contains the information that is being

sought.

1.2 Bloomsbury AI
Bloomsbury AI was founded in April 2015 with the mission of scaling access to human exper-

tise. Their website states:

Today, much of the world’s knowledge is communicated through natural lan-

guage, through documents or speech. Natural language is hard for computers to

understand, so technology hasn’t so far been able to give immediate and direct ac-

cess to this knowledge - even with search it can still take too long, or it can be too

difficult, to get the answers you need when you need them. Our mission is to solve

this problem - everyone should be able to ask any question and get the answer

immediately.

Their primary product, Cape, allows a user to upload a document and then query it using

natural language. Unlike a search engine that searches for keywords, Cape uses machine read-

ing techniques to interpret the question and provide an answer based on the information in the

document.

Currently, even small changes in phrasing of a question can result in Cape returning dif-

ferent answers. A question generation system could be used to generate varied questions, that

could then be used as additional training data to make Cape more robust. It would also allow

9



1.3. Research aims Chapter 1. Introduction

to system to respond to queries with clarification questions - if the query is ambiguous and

has multiple valid answers, the system should have the ability to ask the user which of these

answers they are looking for.

1.3 Research aims
The primary aim of this project is to implement, evaluate and improve a neural question gen-

eration system, and to research a variety of modifications to it. The system should take a text

document and an answer within that document as input, and generate a relevant and grammati-

cally correct text question as output.

A machine learning system can be improved by considering three aspects: those of the

model design, the training scheme, and the inference method used for sampling from the model.

We primarily consider the first two, as well as investigating what “improved" actually means in

the context of a question generation system. More concretely, we define the following research

questions:

1. Can we generate natural language questions from a document and an answer, by training

a model on existing examples?

2. How can we evaluate the quality of the generated questions?

3. Is the pointer network a robust approach for generating natural language?

4. Does training the model directly on evaluation metrics improve the quality of generated

questions?

1.4 Source code
The source code used for the experiments in this project is available online at https://

github.com/bloomsburyai/question-generation.

A live demo of our model is also available at http://qgen.tomhosking.co.uk/.

1.5 Thesis structure
The rest of this thesis is structured as follows. In Chapter 2 we review existing work in the

field, and techniques used for other sequence generation tasks. In Chapter 3 we describe our
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1.6. Our contribution Chapter 1. Introduction

implementation of a question generation model in detail, and give an initial evaluation of its

performance. In Chapter 4 we investigate part of the model architecture in detail. In Chap-

ter 5 we investigate training the model on objectives that are not coupled to the training data.

Chapter 6 summarises our results and compares the various approaches. Chapter 7 offers some

concluding remarks and suggestions for future work.

1.6 Our contribution
We summarise our contribution as follows:

• We provide a publicly available implementation of a question generation model.

• We propose a split of the SQuAD dataset that allows for true out-of-sample evaluation of

our models.

• We show that our model is able to generate questions that are comparable with the state

of the art at time of writing.

• We train an additional language model and question answering model to use for model

evaluation.

• We provide an interactive demo, allowing a user to query the model on new documents.

• We perform a number of ablations to identify the important components of the model.

• We implement a pointer network component, that may be transferred and used for other

work.

• We investigate the behaviour of the pointer network under various configurations, and

question a number of assumptions and ambiguities from previous work.

• We perform fine tuning of our models using policy gradient methods, on a range of

rewards generated by ancillary neural models.

• We propose a novel modification to a question answering system to directly learn the

quality of generated questions from data.

11



1.7. Key results Chapter 1. Introduction

• We use this discriminator model to perform adversarial training of our question generator.

• We evaluate our models using human annotators, comparing to a baseline and to the

ground truth.

1.7 Key results
1. Can we generate natural language questions from a document and an answer, by training

a model on existing examples?

We show that we are able to generate convincing natural language questions about a

document, by training a neural model on crowdsourced examples of questions. While

these questions are not as fluent or relevant as those generated by humans, we show that

our model outperforms better a non-neural baseline model. We show that reducing the

length of document available to the model leads only to a small reduction in quality,

with a significant improvement in computational cost. We also show that by removing

implicit biases in the training data introduced during encoding, we are able to improve

the performance of this model.

2. How can we evaluate the quality of those questions?

We find that, for our purposes, the automatic BLEU metric is a sufficient metric for

ranking models based on the quality of the questions they generate. Although the BLEU

metric is tied to the ground truth examples, and is a poor estimator of the quality of an

individual question, a human evaluation assigns the same ranking to the models as the

corpus level BLEU. We also show that a question answering model and a language model

may be used to estimate the relevance and fluency of generated questions, but find only a

moderate correlation between the human and automatic metrics in this regard.

3. Is the pointer network a robust approach for generating natural language?

The pointer network is a fairly robust method of generating language, that is not overly

sensitive to the choice of hyperparameters. We find that a careful consideration of the

biases introduced during training can introduce additional freedom to the model, and that

this leads to improvements in the quality of generated questions.

12



1.7. Key results Chapter 1. Introduction

4. Does training the model directly on evaluation metrics improve the quality of generated

questions?

Policy gradient methods may be used to fine tune the models, increasing their scores

under certain metrics to values beyond those achievable only with maximum likelihood

learning. However, these increased scores do not lead to improved quality of generated

questions when evaluated by human workers.
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Chapter 2

Background

In this chapter, we describe some key areas of research related to our study, including work on

the question generation task as well as relevant techniques and concepts from other fields.

2.1 Datasets
Over the past few years, a range of machine comprehension datasets have been made available,

consisting of triples of documents (or contexts), questions and answers. These have generally

been used to train question answering (QA) models to infer the answer from the context docu-

ment and question, but they can also be used for the question generation or answer questioning

(AQ) task. In the AQ task, the context and answer are provided as inputs, and a model must

generate a plausible question as output.

Each of these datasets comes with its own difficulties and biases. Hermann et al. (2015)

present a set of cloze questions1 generated automatically from news stories, while Hill et al.

(2015) take a similar approach with childrens stories by removing words from sentences at the

end of the context. Y. Yang et al. (2015) released WikiQA, comprising 3047 natural ques-

tions on Wikipedia articles, but this dataset is considered too small for most deep learning

approaches.

TriviaQA from Joshi et al. (2017) includes 95k question-answer pairs that are constructed

by quiz enthusiasts without reference to a specific context, and therefore require a model to first

find the correct document before pointing to the answer. The MS Marco dataset constructed by

1A cloze question takes the form of a statement with one or more words missing - the task is then to determine
the word(s) that has been removed.
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2.1. Datasets Chapter 2. Background

Nguyen et al. (2016) uses real human queries collected from a search engine, with answers that

are not necessarily explicitly present in the context.

Trischler et al. (2016) present NewsQA, 119,633 crowdsourced questions on 12,744 news

articles, with answers potentially spanning multiple tokens, and with some questions having

no valid answer within the context. The Stanford Question Answering Dataset (SQuAD) (Ra-

jpurkar et al. 2016) comprises a total of 107,785 crowdsourced question-answer pairs, based on

536 distinct documents. Rajpurkar et al. (2018) updated this dataset with SQuAD v2, to include

an additional 50,000 adversarial examples - that is, context-question-answer triples that seem

plausible at first glance but are actually invalid.

Dataset N
at

ur
al

qu
es

tio
ns

La
rg

e
Sc

al
e

Se
lf

co
nt

ai
ne

d

Va
lid

an
sw

er
in

co
nt

ex
t

Hermann et al. (2015) - - X X

Hill et al. (2015) - - X X

WikiQA X - X X

TriviaQA X X - X

MSMarco X X - -
SQuAD v2 X X X -

SQuAD X X X X

Table 2.1: QA datasets and their properties.

Since our task is to invert the usual question answering task and generate questions con-

ditioned on a context and answer, we require the answers in the data to both exist and be valid,

ruling out the use of NewsQA and SQuAD v2. We also do not wish to require any knowledge

beyond that contained within the context document to generate the questions, and so TriviaQA

and MS Marco would be poor choices. We therefore use SQuAD v1 (without the adversarial

examples) as our dataset for training and evaluating our model.
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2.1. Datasets Chapter 2. Background

2.1.1 SQuAD

These desirable properties that led us to choose SQuAD are not always true. In rare cases,

the answer words do not actually appear in the context as words, but rather as sequences of

characters within other words, as shown in Table 2.3. In other cases, as shown in Table 2.2,

some external knowledge is required; although the answer is contained within the context,

interpreting the question correctly requires knowing that the team is known as the “Denver

Broncos" and that “Denver" in the question is a reference to “Broncos" in the context.

Context
[...] the broncos finished the regular season with a 12-–4 record , and denied the new
england patriots a chance to defend their title from super bowl xlix by defeating
them 20-–18 in the afc championship game . [...]

Ground Truth Question
who did denver beat in the afc championship ?

Table 2.2: Example of a difficult ground truth question. The word “denver" does not appear in the
context, and so cannot be copied. Some form of external knowledge would be required here
to relate it to “broncos" which does appear.

Figure 2.1 shows the distribution of types of question in the SQuAD training set, as de-

termined by the question word or interrogative used. The category “other" contains questions

such as the examples in Table 2.4 that are binary yes/no questions, or indeed questions that are

tasks rather than actual questions.

Context
westwood one will carry the game throughout north america , with kevin harlan as
play-by-play announcer, boomer esiason and dan fouts as color analysts , and james
lofton and mark malone as sideline reporters . jim gray will anchor the pre-game and
halftime coverage .

Ground Truth Question
how many color analysts were involved with super bowl 50 ?

Answer
two

Table 2.3: Example of a sub-word answer - “two" does not itself appear as a token in the context, but
the characters are present within the token “westwood".

16



2.1. Datasets Chapter 2. Background

Table 2.4 shows an example of the noise that is introduced through the crowdsourcing

process - the word “how" has been misspelled, making this example hard for an automated

system to interpret.

Misspelled words: hoe did everyone learn that beyonce performed for kaddafi ?

Binary interrogative: does montana have a sales tax ?

No question mark: name four sound profiles that would result in bass distortion on
pre-2007 ipods .

Table 2.4: Example of quirks within SQuAD questions.

who when what how which where why other
Interrogative

0

10000

20000

30000

40000

50000

Co
un

t

Distribution of "wh" words in SQuAD questions

Figure 2.1: Distribution of interrogatives in SQuAD training set.

2.1.2 Validation split

In order to protect the integrity of the SQuAD test set, it is hidden from the public, and submis-

sions of models to the QA leaderboard must be run by the curators. This is good for maintaining

a rigorous QA task, but means that there is not a natural test set available for the question gen-

eration task.
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2.2. Artificial neural networks for NLP Chapter 2. Background

Yuan et al. (2017) evaluate their AQ model over the full SQuAD development set, and it

is not clear what data they use for their model selection or early stopping.

Zhou et al. (2018) create a test set by randomly splitting over all context-question-answer

triples in the development set to create a new development and test set. The official development

set includes multiple crowdsourced answers for each context-question pair, to allow for possible

ambiguities in the questions: QA models are evaluated by taking the maximum score across

these possible answers. However, including these additional answers when enumerating all

possible triples means that the same question may appear both in the development and test sets.

The test set proposed by Zhou et al. (2018) is therefore not out-of-sample.

We therefore propose our own split, in keeping with the method used by Rajpurkar et

al. (2016). We split the set of documents in the official development set randomly in half to

give our development and test sets. We use all questions for each document, and use only

one crowdsourced answer for each question. Although this results in an different number of

triples in the development and test sets, questions are no longer repeated within splits and are

not duplicated across both development and test split. The documents in each split are also

distinct and cover different domains, making our development and test splits a better indicator

of out-of-sample performance.

Our development set contains 4961 triples, and our test set contains 5609 triples. We

publish this split in the standard SQuAD data format online2.

Gao et al. (2018) concurrently proposed a similar approach, but have not released the split

they used.

2.2 Artificial neural networks for NLP
The advent of artificial neural networks has facilitated the practice of representation learning,

shifting the research focus from feature engineering, to designing and training neural archi-

tectures that can learn those features directly from data. In this section we describe some

techniques that are particularly relevant to the task of generating questions and to working with

natural language in general.

2https://github.com/bloomsburyai/question-generation/tree/master/data

18

https://github.com/bloomsburyai/question-generation/tree/master/data


2.2. Artificial neural networks for NLP Chapter 2. Background

2.2.1 Word embeddings

A naive approach to encoding a sequence of words would be to define a limited (but arbitrarily

large) ordered set of V distinct possible tokens (i.e. a vocabulary), and to represent a given

token as a vector x ∈ RV where xi = 1 for the index i of the word in the set, and 0 otherwise.

The set of possible tokens therefore forms an orthogonal basis. While this approach, known as

a one hot representation, is successful in that it encodes a string of characters into a real valued

vector, the assumption that all words are orthogonal to each other is problematic. For example,

“cat" is more similar to “dog" than it is to “ambition", and the encoding of the data should

reflect this.

Word embeddings instead seek to find a lower dimensional space Rd with d � V and

embed each word in the vocabulary as a point in this space. These embeddings should capture

the observation that some words are similar to others, and thus contain some level of meaning.

Converting a sequence of tokens to embeddings requires that we define a fixed size vocab-

ulary that a model will be able to recognise. This vocabulary normally also includes a special

out-of-vocabulary (OOV) token, and any input tokens not in the vocabulary are mapped to

OOV.

Embedding vectors are a natural way to encode sequences of words as inputs to an artificial

neural network, and indeed can be learnt along with the other model parameters.

Y. Bengio et al. (2000) learnt embeddings to predict the next word in a sequence using

a language model based on a multilayer perceptron, while more recent work has focussed on

finding task-independent embeddings. Following the idea popularised by Firth (1957) that “a

word is characterised by the company it keeps", word2vec (Mikolov et al. 2013b) is a method

for learning embeddings for words based on the context in which they appear. The Stanford

Global Vectors (GloVe) (Pennington et al. 2014) are a learned set of embeddings such that the

dot product between two embedding vectors approaches the logarithm of the co-occurrence

probability of those words.

Where relevant, the embeddings in the models described in this paper are initialised using

publicly available GloVe vectors pretrained on Wikipedia 2014 + Gigaword 5 corpora, with a

total of six billion tokens and a vocabulary size of 400,000. This initialisation can be viewed as
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Figure 2.2: Visualisation of GloVe embeddings, showing that similar words are embedded close to each
other

a form of transfer learning, where a model trained on one task is used to speed up training on

another (related) task by incorporating knowledge external to the training data.

Recent work by Peters et al. (2018) has considered the goal of generating context-specific

embeddings using a bidirectional language model known as ELMo, reflecting the observation

that the meaning of a word can change depending on its context. For example, “play" may be

a verb or a noun, and this ambiguity may be resolved by considering the usage of the word.

2.2.2 Sequence models

An embedded sequence consists of a list of vectors, which is generally of variable length. This

variability means standard fully connected layers are not appropriate for processing language

data, and indeed for longer sequences would require a prohibitively large number of parameters.

Current approaches generally make use of either recurrent or convolutional methods.

Recurrent neural networks (RNNs) were first described by Little (1974), and popularised

by Hopfield (1982). An extension of the standard neural network, they introduce a connection

forward in time between nodes within a layer, by conditioning the output at each time step

both on the input and on a hidden state passed from the previous time step. Figure 2.3 shows a
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representation of a RNN unrolled in time. Training the parameters of a RNN can be achieved

with back-propagation through time, but suffers from the vanishing or exploding gradients

problem (Y. Bengio et al. 1994; Hochreiter et al. 2001) where the magnitude of the errors

grows or shrinks due to compounding. Hochreiter and Schmidhuber (1997) introduced the

Long-Short Term Memory (LSTM) cell, and Cho et al. (2014) proposed the Gated Recurrent

Unit (GRU), both designed to avoid vanishing and exploding gradients in deep recurrent models

over long sequences.

Figure 2.3: Visualisation of the unrolling of a recurrent neural network through time. From Y. A. LeCun
et al. (2015)

An alternative approach is to treat the embedded sequence as a 2D array of data, and make

use of convolutional techniques. Described in detail in Krizhevsky et al. (2012), convolutional

neural networks (CNNs) were introduced by Y. LeCun et al. (1990) and led to major advances

in the field of computer vision (Deng et al. 2009; He et al. 2015). Briefly, the input data is

convolved at each layer with a learned kernel. While RNNs must calculate the output at one

time step before being able to calculate the next, CNNs can be calculated in parallel and so are

significantly more efficient to run on GPUs. A. W. Yu et al. (2018) made use of this training

speedup to train a QA model on a much larger, augmented SQuAD dataset, reaching state of

the art performance at the time. Gehring et al. (2017) applied CNNs to the NMT task, and

showed that they can also be used for sequence generation. While RNNs remain the method of

choice in NLP, Bai et al. (2018) argue that CNNs should be preferred.

The transformer architecture (Vaswani et al. 2017), that uses self-attention to process se-

quential data, has shown promising results with reductions in computational cost.
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2.2.3 Sequence generation

As well as taking a sequence as input, we also consider the task of generating a new sequence

as output. This can be viewed as a sequential decision process, where a model calculates a

distribution over output tokens at each time step, conditioned on some internal state and the

output up to that point. Sampling from this distribution then produces a concrete output se-

quence. For example, unconditioned sentences may be generated by simply sampling from

a language model (see Section 2.6.1). Sutskever et al. (2014) proposed an encoder-decoder

framework known as Seq2Seq for reading an input sequence, generating a fixed length repre-

sentation, and then decoding this representation to form an output sequence. Essentially, the

input is fed into an encoder RNN, and the final hidden state used to initialise a second decoder

RNN, from which output tokens are then sampled. This has been used to great effect in the

field of neural machine translation (NMT).

In the context of learning alignments between input and output tokens in NMT, Bahdanau

et al. (2014) introduced the concept of attention. An attention mechanism generates a distri-

bution over input time indices for each output step, allowing a sequence decoder to ‘attend’

over different parts of the input sequence when decoding. This helped to improve NMT per-

formance on longer sequences, by providing different a path for information to flow around the

fixed-length bottleneck.

A common problem in NMT (and indeed sequence generation in general) is that of un-

known words. Although the number of words in a dictionary is finite, in practice sentences

may contain a wide range of names, places or other named entities as well as numbers, ab-

breviations, slang etc. The fixed vocabulary the model must operate over therefore becomes

impractically large if OOV tokens are to be avoided. Jean et al. (2014) proposed a technique

for making the use very large vocabularies practically feasible, but it is not easy to learn good

embeddings for the very rare words in this vocabulary.

Pointer networks were introduced by Vinyals et al. (2015) and proposed as a possible

solution to the unknown words problem by Gulcehre et al. (2016). At each time step the model

produces a distribution over both the shortlist vocabulary and the tokens in the input sequence.

This method allows the model to copy tokens from the input sequence, even if those tokens
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have never been encountered before. Gu et al. (2016a) proposed a similar architecture called

CopyNet that calculates logits instead of probabilities over each vocabulary, which are then

normalised as a whole using the softmax function.

2.2.4 Training

When training sequence generation models, it is common to use the technique of teacher forc-

ing (Williams and Zipser 1989). Instead of using the previous output token as input at the next

step, the ground truth is used. This trains the network on a one-step-ahead prediction task, and

improves the speed of convergence.

Since the number of parameters in neural models is often very large, and models can the-

oretically have the capacity to simply remember the training data, some form of regularisation

is usually required to ensure good generalisation. We make use of dropout (Srivastava et al.

2014), whereby a random set of activations in the network are zeroed out for each sample. This

prevents the model from being overly reliant on a small set of connections and helps prevent

feature co-adaptation. We also make use of variational dropout (Gal and Ghahramani 2015)

for sequence models, where the same set of connections are disabled for each time step in the

sequence.

We also use early stopping (Morgan and Bourlard 1989); during training, the performance

of the model is evaluated on a development set, and training is stopped after this performance

stops improving3. This helps avoid overfitting to the training set.

To avoid the exploding gradient problem (Y. Bengio et al. 1994; Hochreiter et al. 2001),

we follow Pascanu et al. (2012) and apply gradient clipping based on a maximum global norm

of five.

2.3 Improving output quality

2.3.1 Exposure bias

The process of teacher forcing described earlier leads to a discrepancy between training and

inference. During training, the correct token is fed as input at each step, while during inference

3A “patience" parameter is used to avoid stopping too early - the performance must not improve for this number
of evaluations before training is stopped.
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the previous output token is used. This leads to exposure bias (Ranzato et al. 2015) where the

model is not exposed to its own mistakes during training, allowing errors to quickly compound

during inference. Specifically, the model does not learn how to distribute probability mass

among “second best" examples, even though some may be valid and some may be completely

incoherent. S. Bengio et al. (2015) proposed scheduled sampling as a possible solution; the

input token is selected probabilistically from either the previous output or the ground truth

according to a schedule. However, Huszár (2015) showed that scheduled sampling has weak

theoretical justification and can lead to inconsistent learning.

Early experiments showed a propensity for our model to produce short questions. Without

some form of normalisation, the overall log-likelihood of longer sequences is lower, and so they

are not generated. Y. Wu et al. (2016) propose a normalisation method given in Equation 2.1

that allows the scores to be skewed towards longer sequences, giving a hyperparameter that

may be adjusted to encourage the model to produce longer questions.

lp(Y ) = (5 + |Y |)α
(5 + 1)α (2.1)

We found empirically that a value of 0.12 gave good results.

2.3.2 Beam search

Greedily sampling from a sequence generation model (whether a Seq2Seq type model or a lan-

guage model), by taking the most likely output at each step, does not necessarily lead to the

sequence that has the overall highest likelihood. Ideally, all possible sequences would be gen-

erated, and the sequence with the highest likelihood retained; in practice, this quickly becomes

unfeasible as the length of sequence increases. Beam search decoding (Graves 2012) attempts

to balance these concerns by maintain a fixed length k beam of sequence hypotheses. At each

step, the top k possible extensions of each hypothesis are sampled, and the total likelihood of

the extended sequences updated, giving k2 new hypotheses. This list is then cut down to the

top k most probable hypotheses, and the process repeated until decoding terminates. Following

Yuan et al. (2017), we set k = 32 for our experiments.
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Beam search involves a top-k-argmax operation that selects the top k scores at each time

step. This process is not differentiable4 (Goyal et al. 2017), meaning that backpropagation may

not be used to update the parameters of the model based on a loss calculated on a sequence

sampled with beam search.

It is worth considering why sampling is necessary at all: why not keep the full distribution

at each step and allow the model to use this additional information? A useful analogy is to

consider a control system that steers a car; if an obstacle appears directly in front of the car, the

safe path requires steering to the left or to the right. Both of these choices would add similar

distance to the journey, so the control policy might assign roughly equal probability to turning

left or right. Then, the mean policy is in fact to perform no steering at all, which would lead

to a collision with the object. A good decision made is only when the probabilistic policy is

sampled and becomes discrete.

A parallel with natural language might be a sentence with multiple adjectives. In English,

adjective order is often not important, for example “the red fast car" and “the fast red car" are

both valid and equivalent phrases. Unless the choice of the second adjective is conditioned on

the discrete choice of the first, the invalid phrase “the red red car" could feasibly be generated.

2.3.3 Policy gradient methods

All the models described so far are trained using maximum likelihood; that is, the parameters

are optimised to maximise the probability of reproducing the training data. In the case of

question generation, the particular choice of wording selected by the crowdworkers is almost

certainly not the only way of phrasing that question, and indeed there are often multiple distinct

questions with the same answer. The model should not be adversely judged for generating a

question that is valid and makes sense, but happens to be different to the question generated by

the crowdworkers. In the absence of multiple ground truth questions, it is therefore desirable

to partially decouple the model from the training data, and attempt to optimise the performance

metrics directly. Norouzi et al. (2016) confirmed that taking such a reward into account (by

weighted sampling) improved the quality of output. Using rewards calculated directly from

generated questions would also help with the problem of exposure bias, as the model may

4Not differentiable in this context means that the outputs are not differentiable with respect to the inputs or to
the parameters.
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then explore the search space more widely, and learn how to distribute probability mass among

sequences that do not appear in the training set.

Almost all metrics on a generated question require a complete and concrete example: it

is hard to know whether a question is grammatically correct or meaningful if it is incomplete.

Beam search is a crucial component in generating meaningful sequences and therefore should

be used, but as discussed it is not a differentiable operation. If the sequence generation task is

treated as a sequential decision process, where the output distribution is considered as a policy

and the tokens are considered as actions, policy gradient techniques may be used to update this

policy to maximise external non-differentiable rewards. The REINFORCE algorithm (Williams

1992), given in equation 2.2, relates the gradient of the expected reward under a policy to the

expectation of a gradient, which can then be approximated by sampling with standard minibatch

gradient descent.

∇θEπ[R(s, a)] = E[∇θ log πθ(a|s)R(s, a)] (2.2)

Policy gradient methods have been used to improve the output of dialogue generation

systems (Li et al. 2016), sentence simplification models (Zhang and Lapata 2017), chatbots

(Kandasamy et al. 2017) and to optimise sequence generation models directly on performance

metrics (Ranzato et al. 2015). They have also been used in the context of NMT (L. Wu et al.

2017; Zhen Yang et al. 2017), although the performance improvements have not been suffi-

ciently large for the technique to become standard practice.

If the reward is generated by a neural model, this model can be updated during training.

Generative adversarial networks (GANs) (Goodfellow et al. 2014) set up a minimax competi-

tion between a generator and a discriminator; the discriminator must learn to classify samples

as either generated or real (in the sense that they came from the training data), and the generator

must learn to fool the discriminator by generating samples that are similar to training data.

L. Yu et al. (2016) proposed a framework known as SeqGAN, that uses REINFORCE to

train a sequence generator alongside an adversarial discriminator. Since the reward is generally

a single score over the whole sequence, the signal can be quite noisy and sparse: the generator
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is not told why the sequence was good or bad. Che et al. (2017) considered a modified training

objective to improve stability of learning based on importance sampling. Both approaches use

Monte Carlo (MC) search to update the policy at each step; a partially generated sequence

is updated according to the mean reward from a sampled set of full sequences that could be

subsequently generated.

The adversarial approach was used to improve a NMT system (Zhen Yang et al. 2017)

while Tuan and Lee (2018) apply it to artificial conditional sequence generation tasks. Fan

et al. (2018) use an adversarial approach to generate questions conditioned on images, rather

than text documents.

2.4 Baseline models
For our baseline model, we use the rule-based PCFG-Trans system (Heilman 2011), adapted

by Zhou et al. (2018) for use with SQuAD context-answer input pairs and available publicly5.

This is a non-neural model that extracts multiple factual sentences from the context, converts

them into candidate questions, and automatically ranks them so that better questions are more

likely to be selected.

2.5 Evaluation metrics
In order to evaluate the performance of a question generation model, we make use of a number

of automatic metrics. For all context-answer pairs from SQuAD that will be used to generate

questions, there is a human generated question available for comparison.

2.5.1 Similarity to ground truth

In the context of sequential data, accuracy measures the fraction of tokens that are the same

in the predicted and ground truth or gold sequences at each time step. Accuracy is therefore

sensitive to insertions or deletions - taking a ground truth sequence “what year was Tom born ?

<Pad>", the candidate “in what year was Tom born ?" appears very similar to human eyes, but

would be assigned an accuracy of 0, since the candidate never has the same word at the same

time step as the ground truth.

5https://res.qyzhou.me/
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The definition of F1 score for sequences as given by Rajpurkar et al. (2016) is more flexible

- each sequence is treated as a bag of words, and the standard F1 score6 is then calculated

for these unordered sets. For the example above, the F1 score is 0.86, reflecting the word

overlap between the two sentences. However, the treatment of the sequence as unordered is

problematic: the sentence “born Tom year ? what in was" is assigned the same F1, but is

clearly nonsense.

BLEU (Papineni et al. 2002) seeks to improve on F1 by considering n-grams7 instead of

single words, and returning a modified form of the geometric mean of the n-gram precisions up

to some limit (usually 4). This goes some way towards resolving the issues with F1; the first

candidate now scores 0.81 and the nonsense sentence scores 0.

Since the BLEU score is the geometric mean of up to n-gram precisions, if any of those

precisions are 0 then the whole sequence is assigned a score of 0. For example, the sentence

“in what year is Tom born ?" is very close in semantic meaning to the ground truth, but since

there are no 4-grams overlapping between the two, the BLEU score is 0. The instance level

BLEU is therefore a poor indicator of the quality of an individual question. Papineni et al.

(2002) acknowledge this, and instead suggest evaluating a corpus as a whole by calculating the

precision for each order of n-gram over the whole set of predictions. The corpus-level BLEU is

then the geometric mean of these corpus-level precisions. In this report, BLEU score in general

refers to a corpus-level score.

BLEU has been shown by (Chaganty et al. 2018) to be a biased estimator that correlates

poorly with human evaluation of language. However, no preferred alternative has yet been

proposed, and so we report BLEU scores as our primary similarity metric.

METEOR (Banerjee and Lavie 2005) attempts to provide a more robust metric by nor-

malising the sequences for synonyms and stemming. This in turn could introduce a bias from

the choice of stemming method, and indeed is no longer computationally fast or simple to

implement, so we do not report it.

White et al. (2017, 2018) found that it is often possible to reconstruct short sentences from

only the sum of the embeddings of the words they contain, and indeed Mikolov et al. (2013a)

6The F1 is given by the harmonic mean of the precision and recall.
7A n-gram is a sequence of words of length n.
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investigated the use of word embeddings as a method for comparing phrase meanings. While

comparing sums of word embeddings (SOWE) between two sequences will not account for

word order, unpublished work by White et al. shows that it can be used successfully to predict

human rankings of generated sequences, and therefore acts as a measure of quality of content.

We experiment with calculating the cosine similarity given by

SOWE = vg.vp

‖vg‖ ‖vp‖
, (2.3)

where

vp =
|Ŷ |∑
t

et, (2.4)

vg =
|Y |∑
t

et, (2.5)

and et is the embedding vector of the word at position t in each sequence, to measure to simi-

larity in content between generated questions and ground truth.

2.5.2 Question quality

As discussed previously, the training data does not represent the only valid question that could

be generated. We therefore also seek to measure the quality of the questions directly.

We trained a LSTM language model on the questions in SQuAD, and report the perplexity

(defined in Equation 2.6) of generated questions under this language model, as an indication of

the fluency or quality of language of the generated questions. The language model is described

in detail in Section 5.1.1.

PPL = 2
−

∑
t

p(xt) log2 p(xt)
(2.6)

As well as being valid language, generated questions should also be relevant to the docu-

ment and consistent with the answer. We trained a question answering model on the SQuAD

training set, and calculate the F1 score attained by this model when it attempts to answer the
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generated questions. In some sense this acts as a reconstruction loss - we should be able to re-

cover the same answer that was used to generate the question. The QA model used is described

in detail in Section 5.1.2.

Finally, based on our work in Chapter 5 we experiment with using a discriminator to assess

the quality of questions, where the discriminator gives a probability that a given sequence was

generated or came from the ground truth dataset. Such a model may in theory learn to assess

the quality of generated questions directly from data.

2.5.3 Human evaluation

Ultimately, the best judge of quality of a generated question is a human. As shown by Chaganty

et al. (2018), automated metrics are not a sufficient replacement for human judgement. For the

question generation task, the problem is further compounded since there are multiple valid

questions of which the ground truth is only one example.

Since manual evaluation of question quality is a time consuming task, we set up a human

evaluation to collect scores for only a limited set of models, on a limited set of generated

questions. In order to be able to compare scores from different workers on the same example

and same model, while also getting good coverage across the different models, we selected a

random subset of examples from our test set, and generated questions for each of them with

every model. The task was then presented to workers as follows: the context and answer were

picked sequentially from the subset of test set examples, and the model used to generate the

question was selected at random. We included the baseline and the ground truth in the list of

possible sources. Each worker was therefore presented with every context-answer pair only

once. A screenshot of the annotation interface presented to workers is shown in Figure 2.4.

We follow the standard approach in evaluating machine translation systems (Koehn and

Monz 2006) as used for AQ by Du and Cardie (2018), that also inspired the choice of rewards

made by Yuan et al. (2017) for their model. We ask workers to rate each generated question

between 1 (poor) and 5 (good) on two separate criteria: the quality of the language used, and

how well the content of the question is related to the context document and answer. We refer

to these measures as the fluency and relevance8 of the questions.

8The standard term used in machine translation is adequacy, i.e. how adequately does the translation convey
the meaning of the original text. This term is less well suited to describing whether a question is specifically
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Figure 2.4: Screenshot of the scoring interface used to collect human evaluations

2.6 Related tasks

2.6.1 Language modelling

Language modelling refers to the task of predicting the next word in a sequence, conditional on

all words in the sequence so far. A question generation system could be viewed as a language

model that is also conditioned on the context-answer pair currently under consideration.

Non-neural methods generally involve keeping track of pseudo-counts of words that fol-

low each distinct n-gram, and using some form of smoothing to deal with the fact that many of

the possible n-grams will not be seen at training time. Kneser-Ney smoothing (Ney et al. 1994)

describes an algorithm that recursively calculates the weighted average of the probability of a

given token occurring after the most recent n tokens in the sequence and the Kneser-Ney result

for n− 1 tokens.

More recently, it has become common to use a recurrent architecture with LSTM or GRU

cells, where a sequence of tokens is represented as a sequence of embeddings, then fed as input

to a RNN (Sundermeyer et al. 2012). This helps solve the problem of unknown n-grams, as the

related to the content of the context and answer.

31



2.6. Related tasks Chapter 2. Background

output of the cell at each step is only conditioned on the input at that step and the hidden state

carried over from the previous step.

2.6.2 Question answering

Question answering (QA) involves a model taking a context document and question as inputs,

and predicting an answer based on those inputs. In the case of SQuAD, this answer is known

to be contained within the context, and so it is sufficient to predict the location of the answer.

Current QA models draw on many of the approaches discussed so far, and we briefly describe

only those particularly relevant to our work.

In their paper on question generation, Yuan et al. (2017) use a multi-perspective context

matching (MPCM) question answering model from Z. Wang et al. (2016) as a reward mecha-

nism and evaluation metric. This model has a similar architecture to the more widely known

bi-directional attention flow (BiDAF) (Seo et al. 2016) model, where the key component cal-

culates a similarity matrix between the tokens in the input question and context and uses this

information to generate a query-aware representation of the context that can then be used to

locate the answer.

QANet (A. W. Yu et al. 2018) is a convolutional question answering model, with one of

the highest scores on SQuAD at time of writing. Although convolutional rather than recurrent,

the model takes a similar form, with question and context encoder layers, and an attention

mechanism to combine the information from these two inputs.

2.6.3 NMT and summarisation

Neural machine translation (NMT) has led to a number of advances in sequence modelling,

discussed in earlier sections (Bahdanau et al. 2014; Gehring et al. 2017; Gulcehre et al. 2016;

Sutskever et al. 2014), but for NMT the input and output sequences often have comparable

lengths (Shi et al. 2016). This means that the attention weights correspond closely to per-token

alignments, and the task becomes closer to a context-aware per-token transformation. Question

generation requires identifying the important sections of the context before reordering some

phrases and constructing some new ones, and so poses somewhat different challenges.

Shi et al. (2016) showed that NMT models keep track of the length of the decoded se-

quence, and that for western languages the correct output sequence length is comparable to
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Figure 2.5: Visualisation of context and question lengths in SQuAD. The correlation coefficient is
0.0097.

the input length. For question generation, there is no particular reason that the length of the

input context or answer should have any bearing on the length of the question, and as shown in

Figure 2.5 their lengths are not correlated.

Summarisation involves taking a context document as input and generating a summary that

should be considerably shorter, and is therefore more similar to the task of question generation.

Cheng and Lapata (2016) propose an extractive9 neural summarisation framework that makes

use of a Seq2Seq architecture with an attention mechanism, and Gu et al. (2016b) extend this

by adding a pointer network. Nallapati et al. (2016a,b) present an abstractive model, and See

et al. (2017) again extend these approaches by adding a pointer network.

2.7 Question generation
Early systems for generating questions were generally based around the use of some sort of

templating or rule-based reordering of the context tokens. By identifying the role of the an-

swer phrase in the document and the type of concept it represents, the correct interrogative

(e.g. “when") and relevant contextual information can be extracted and rearranged to form a

question.

9Extractive models use words and phrases in the context to generate a summary, whereas abstractive models
aim to paraphrase.
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Agarwal et al. (2011) split the task first into content selection, then question formation

by transforming the relevant phrases. Heilman and Smith (2010) and Heilman (2011) also

transform declaratives into candidate questions, then rank these candidates to select the best

output. Other approaches have used syntactic parsing (Ali et al. 2010; Danon and Last 2017) or

template based methods (Chali and Golestanirad 2016; Labutov et al. 2015; Mazidi and Nielsen

2014; Popowich and Winne 2013) to construct the output. The context document is parsed into

a set of relations or ontologies, the type of the relation is used to select a template, and the

template completed using the nodes of the relation.

AQ systems could be used to provide an automated method for annotating data and aug-

menting datasets for training QA models, and Tang et al. (2017) and T. Wang et al. (2017)

approach the task with this in mind. They generate questions using a Seq2Seq model, but

primarily focus on the resulting improvement to the QA model and do not directly assess the

quality of their generated questions. Zhilin Yang et al. (2017) take a similar approach, using an

AQ model to facilitate semi-supervised training of a QA model on a range of different domains.

Similar to earlier template based approaches, neural techniques have been used to generate

questions from entities and relations in a knowledge base (Indurthi et al. 2017; Serban et al.

2016), but these require knowledge of the relations in advance and do not work from the raw

textual input.

The AQ task has also been approached by using only the document to generate questions,

without conditioning on a specific answer. Subramanian et al. (2017) used named entity recog-

nition to identify key phrases in the context before feeding this reduced input to a Seq2Seq

model. They report an improved rating by human evaluators compared to their baseline model

(Heilman and Smith 2010), but do not give any automated evaluation metrics for the gener-

ated questions. Kumar et al. (2018a) use a similar two-stage approach, adding attention and a

pointer network to the decoder. Kumar et al. (2018b) further update this model by performing

secondary policy gradient training, using BLEU and other automatic metrics as the rewards.

Du et al. (2017) use a Seq2Seq based model to generate questions from context-answer

pairs, and build on this work by preprocessing the context to resolve coreferences10 and adding

10Coreferences are different words in a document that all refer to the same entity. For example, “she" is gener-
ally used as a pointer to refer to a person that has been named earlier in the text.
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a pointer network (Du and Cardie 2018). Similarly, Zhou et al. (2018) use a part-of-speech tag-

ger to augment the embedding vectors. Both Du and Cardie (2018) and Zhou et al. (2018) per-

form a human evaluation of their models, and show significant improvement over their baseline

(Heilman 2011). Song et al. (2018) use a modified context encoder based on multi-perspective

context matching (Z. Wang et al. 2016), similar to cross attention. Bahuleyan et al. (2017) used

a variational encoder to generate multiple questions from a single context sentence.

Yuan et al. (2017) similarly describe a Seq2Seq model with attention and a pointer net-

work, with an additional encoding layer for the answer. They also describe a method for further

tuning their model on a language model and question answering reward objective using policy

gradient, but unfortunately do not perform any human evaluation.

Gao et al. (2018) propose splitting the training data by the difficulty of question, and

including this difficulty as part of the conditioning on the decoder. They find that this helps to

improve the BLEU scores of their generated questions, although they do not perform a human

evaluation.

In summary, most recent work has centred around a Seq2Seq model with attention and a

pointer network, with various choices of input encoding or feature augmentation. We proceed

by replicating such a model, and investigating some of the modifications proposed by Yuan

et al. (2017).
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Chapter 3

Generating questions

Yuan et al. (2017) describe a question generation model with some promising results; however,

they were not able to release their implementation of this model to the public. We therefore

begin by implementing their model and evaluating its performance.

3.1 Preprocessing pipeline
The SQuAD dataset is provided as a set of natural language context-question-answer triples

(D,Q,A). These strings are tokenised into sequences (D,Q,A) using the NLTK punkt to-

keniser (Loper and Bird 2002), and all tokens transformed to lowercase1.

3.2 Model architecture
The question generation model from Yuan et al. (2017) is based around a Seq2Seq architecture

(Sutskever et al. 2014), with attention (Bahdanau et al. 2014) and a pointer network (Gulcehre

et al. 2016). They introduce a novel encoder to incorporate the conditioning information, addi-

tional loss functions to control the output, and perform a second round of training using policy

gradient. A visualisation of the network architecture is given in Figure 3.1.

3.2.1 Task definition

The training data consists of context-question-answer triples (D,Q,A), that have been to-

kenised such that D = {d1, d2 . . . d|D|} where |D| is the number of tokens in the document,

and similarly for the question and answer.

1The order in which these operations are performed is important in practice, since the tokeniser uses case
information to perform more accurate tokenisation.
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Context encoder Answer encoder

Decoder

Embedding

Bidirectional RNN

Condition encoding

Answer tokens

Embedding

Bidirectional RNN

Decoder RNN

Attention mechanism

Switch network

Output tokens

Output probabilities 
over combined 

vocabulary

Beam search

x x xAugmented feature

Context tokens

Figure 3.1: Model architecture diagram
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The task is to generate a sequence of tokens Ŷ = y1, y2 . . . yT , conditioned on a document

D and answer A as input, by sampling from the parameterised conditional distribution at each

time step given by

p(yt) = pθ(yt|y<t,D,A). (3.1)

3.2.2 Encoder

The location of the answer within the context is provided in SQuAD as the index of the first

character of the answer, and along with the answer text this is used to calculate the indices

of the context tokens that form the answer. During training, the ground truth question is also

tokenised.

The context tokens are then transformed into an embedding representation dt, by looking

up the relevant entry in the word embedding matrix. This matrix is defined for a shortlist vocab-

ulary of 2000 tokens, plus special tokens2. We initialise with vectors from GloVe (Pennington

et al. (2014)) if the word exists in the GloVe vocabulary, otherwise we initialise with a vector

according to the Glorot initialisation scheme (Glorot and Y. Bengio 2010). This shortlist vocab-

ulary is found by taking the top 2000 words in the SQuAD contexts and questions combined,

ranked by frequency. Context words not in this shortlist are mapped to OOV for the purpose of

embedding.

The embedded tokens dt are augmented with an additional binary feature, indicating

whether that position comprises part of the answer or not, so that d̃t = [dt; I(dt ∈ A)].

The sequence of augmented embeddings is passed through a recurrent bidirectional neural

network to generated the context encodings hdt , whose state updates according to the LSTM

function (Hochreiter and Schmidhuber 1997)

hdt , st = LSTM(st−1,hdt−1, d̃t). (3.2)

The outputs of the two RNNs at each step are then concatenated.

The encodings at the time steps corresponding to the answer span are concatenated with

2Start-of-sentence, end-of-sentence, padding and out-of-vocabulary tokens are assigned their own embedding.
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the embeddings of these tokens, and this (shorter) sequence is passed through a second bidi-

rectional LSTM layer. The condition encoding vector ha is then given by the concatenations of

the output at the last time step of each RNN.

The initial state for the decoder RNN is calculated according to

r = Lha + 1
n

|D|∑
t

hdt , (3.3)

s0 = tanh(W0r + b0), (3.4)

where L,W0, and b0 are learned parameters.

3.2.3 Decoder

The decoder is effectively a conditional language model, that outputs a distribution at each

time step over possible output tokens from the combined shortlist and context vocabularies. It

is a recurrent neural network, whose internal state updates according to the standard LSTM

function such that

ot, st = LSTM(st−1,ot−1,vt). (3.5)

At each time step, a weighted context vector vt is computed using an attention mechanism

to calculate soft alignments with the context document, and taking a weighted sum of the

context encodings. This vector

vt =
|D|∑
t′
αt,t′ hdt′ (3.6)

is then used as the input to the decoder LSTM at each time step, to generate the outputs.

The alignment scores αt are calculated with the standard Bahdanau attention mechanism

(Bahdanau et al. 2014). Briefly, this takes the form of a fully connected network with a single

hidden layer and a softmax output layer, that takes the current context encoding and previous
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hidden state as inputs, and produces a distribution over context time steps

αt,i = exp(et,i)∑
j exp(et,j)

(3.7)

as output, where

et = f(vt, st−1) (3.8)

is a fully connected neural network with tanh activation.

To calculate the distribution over shortlist tokens ŷst , the output of the LSTM cell at each

step is projected into the dimensionality of the shortlist vocab, and normalised with a softmax

activation, so that

ŷst = softmax(Woot + bo). (3.9)

The distribution over context locations for the pointer network ŷct is calculated by reusing

the alignments from the attention mechanism αt.

The combined distribution is then calculated by concatenating the shortlist and pointer

outputs, weighted by a switch variable that controls the amount of mixing of the two distribu-

tions. This switch variable zt is calculated at each step by passing st, vt and yt−1 as inputs to a

feedforward network with two hidden layers and tanh activation, with a single output variable

passed through a sigmoid activation, zt = σ(f(st,vt,yt−1)).

The final output distribution is therefore given by

pt = [ztŷst ; (1− zt)αt]. (3.10)

The switch variable zt behaves much like a latent variable in a mixture model. For datasets

where the shortlist and copy vocabularies do not overlap, this latent variable effectively be-

comes observed, since we know at training time whether a word should be generated or copied.

In practice this is rarely the case, and the vocabularies may overlap significantly (and indeed

there may be repetition within the context) - we investigate this behaviour and its implications
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in detail in Chapter 4.

For training, we used the teacher forcing technique, whereby the ground truth token is used

as input in place of the previously generated token. This prevents errors from compounding by

optimising one-step-ahead predictions.

For evaluation, we used beam search (Graves 2012) to find sequences that have a high

likelihood as a whole. We also zeroed out the probability mass for the out-of-vocabulary token,

to force the decoder to generate valid words.

We trained the model on a maximum likelihood objective via minibatch gradient descent,

using the Adam (Kingma and J. Ba 2014) optimisation algorithm. After each epoch of training,

we evaluated the negative log likelihood (NLL) of the development set questions, and stopped

training once the NLL reached a minimum3.

Following Yuan et al. (2017), we included additional losses to encourage diversity in the

output and to discourage the inclusion of words from the answer span. We performed ablation

studies to confirm that these additional losses are beneficial.

The diversity loss takes the form of the entropy of the output distribution, given in Equa-

tion 3.11.

Le = λe
∑
t

pTt log pt (3.11)

To discourage the model from including words from the answer span in the output, we

used the soft suppression constraint given in Equation 3.12.

Ls = λs
∑
t

∑
a∈A

pθ(yt = a|y<t, D,A), (3.12)

where A is the set of tokens forming the answer span.

3This hindsight is achieved by keeping copies of the parameters at each evaluation point, and discarding all but
the version that gives the optimal NLL on the development set.
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3.3 Implementation

No implementation of the model was released by Yuan et al. (2017), and so we implement

the model from scratch, making extensive use of the functionality provided by the TensorFlow

(Martin Abadi et al. 2015) library. This implementation is publicly available4.

While TensorFlow provides built-in components to implement Bahdanau attention mech-

anisms and beam search decoding, it does not provide a pointer network implementation. We

implemented the pointer network as a custom output layer for a RNN decoder, allowing us to

continue to use TensorFlow’s inbuilt decoders. This copy layer takes the output of the RNN

and hidden state as input, and performs all the calculations described above to generate the

output distribution over the combined vocabularies. This component is also reuseable, and may

be used for future work on other tasks.

We note that it is important when dealing with minibatches of variable length sequences

to correctly implement the mean operation, and to select the correct index when retrieving the

last element in a sequence. The minibatch will be padded to accomodate the longest sequence

in the batch, and so naively reducing a tensor along an axis will include these padding values.

Instead, we made sure to implement the mean operation by taking the sum over the required

axis, and normalising by the known length of each sequence. Likewise, when retrieving the last

output of an RNN, we make sure to select the index corresponding to the final valid element in

the sequence.

The hyperparameter settings are given in Table A.1. We trained the models for between

40,000 and 60,000 steps, depending on the model configuration.

Neural networks are notoriously hard to debug and test - their nature means that the model

will often learn how to circumvent a small error, producing valid output but with a drop in

performance. In order to check the behaviour of the model and gain some insight into its

strength and weaknesses, we periodically rendered a visualisation of the output of the model,

showing the value of the switch variable and the predicted and ground truth tokens at each time

step. As shown in Figure 3.2, this allowed us to confirm that the model was indeed learning

to copy when the training data indicated that it should. It also shows that the model is more

4https://github.com/bloomsburyai/question-generation
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certain about generating from the shortlist at the start of the question (when the word is highly

likely to be a “wh" word, irrespective of the inputs) compared to the middle of the question.

Figure 3.2: Example output of debug script part way through training. The bar indicates the value of
the switch variable, with the predicted token ID shown alongside the ground truth token ID
(in brackets).

Other checks included verifying that outputs that should be distributions were indeed nor-

malised (e.g. the switch variable) and logging all auxiliary losses.

3.4 Interactive demo
In order to test the behaviour of the model on inputs drawn from different domains and writing

styles, we built a demo app that allows a user to input a context document as free text, select

an answer within that context, and generate a question based on these inputs. This also allowed

us to examine the behaviour of the models when presented with junk input, for example using

“the" as the answer. A screenshot of this app is show in Figure 3.3 and a live instance may be

found at http://qgen.tomhosking.co.uk/.

Briefly, the app is built using the Flask framework, and loads a global instance of the model

that is loaded into memory once. Queries are then served synchronously. Since the model has

already been loaded into memory, each query requires only preprocessing and a single forward

pass through the model (including beam search), and so response latency is relatively low.

Deployment in a production environment would require further work to avoid the synchronous

bottleneck.

3.5 Experiments

3.5.1 Context cropping

Early experiments using the demo app showed that, for long documents with repeated words

and answers without an obvious question, the model seemed to degenerate into a language

model conditioned on the words that most frequently appeared in the context. An example
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Figure 3.3: Screenshot of demo application, allowing the user to generate questions interactively using
custom context documents.

is given in Table 3.1, where in the absence of a good question to generate, the model has

simply generated language by repeatedly using the word “england" that appears frequently in

the context.

While there is no correct question that should have been generated here, the repetition

of the word “english" implies that the encoder is in some way trying to represent the whole

context document, not just the context local to the answer. We observe that although the context

documents are generally formed of a number of sentences, the questions usually only refer to

information within one of these.

We modify the model to first preprocess contexts by cropping them around the answer

span. Initially we experimented with removing all sentences except the one containing the

answer, but found that a few of the contexts in SQuAD are essentially lists of events separated

by commas, giving a maximum sentence length of over 400 tokens.

We therefore additionally crop the contexts to a maximum of 200 tokens around the answer

span. From inspecting the data, we found that some training questions used information from
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Context
harry kane ’s stoppage-time winner ensured england started their world cup campaign
with victory after tunisia threatened to snatch a point in volgograd . kane scored his
second goal of the game with a clever header as gareth southgate ’s side recorded eng-
land ’s first win in the opening game of a major tournament since they beat paraguay
in the 2006 world cup . england ’s captain gave them the reward they deserved for a
brilliant start by turning in the opener in the 11th minute after tunisia keeper mouez
hassen , who went off injured in the first half , clawed out john stones ’ header . eng-
land ran tunisia ragged in that spell but were punished for missing a host of chances
when ferjani sassi equalised from the penalty spot against the run of play after kyle
walker was penalised for an elbow on fakhreddine ben youssef . tunisia dug in to
frustrate england in the second half but kane was the match-winner with a late header
from harry maguire ’s flick , justice being done after referee wilmar roldan and the
video assistant referee ( var ) had failed to spot him being wrestled to the ground
twice in the penalty area . england play panama , who lost 3-0 to belgium earlier on
monday , in their next group g game on sunday , which kicks off at 13:00 bst and will
be shown live on the bbc .

Answer
by

Generated Question
how did england and england and england ?

Table 3.1: Example of a “junk" input answer, revealing the behaviour of the model under uncertainty.

multiple adjacent sentences, and so we also experiment with including one sentence from either

side of the sentence containing the answer span.

This design decision essentially represents our prior belief that the question should be

generated using information from the local vicinity of the answer span - by reducing the degrees

of freedom of the model, we would expect the model to learn the task more easily.

An additional benefit of cropping the contexts is the reduced computational load. The

maximum context length in SQuAD, without cropping, is 768 tokens; this is reduced to just

over 200 tokens with cropping. The reduced memory footprint allowed us to increase the batch

size during training, which in turn improved convergence speed. Combining these factors,

cropping led to approximately a 4x increase in speed during training.
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3.5.2 Ablation study

In order to investigate the importance of the combined shortlist and pointer vocabularies, we

also performed experiments where we force the switch network either to use only the shortlist

or only the pointer vocabularies.

We also trained models using simpler condition encoding, to evaluate the importance of

the more advanced condition encoding. In this version of the model, the context encodings

at the time steps corresponding to the answer span are averaged, and this vector used as the

condition encoding vector, so that

ha = 1
|A|

∑
t∈A

hdt . (3.13)

3.6 Evaluation

As discussed in Section 2.5.1, we make use of a number of automatic metrics. We briefly

describe what they mean in the context of the AQ task. All scores are evaluated on our test

split.

3.6.1 Metrics

3.6.1.1 F1

The mean F1 score between ground truth and generated questions measures the level of overlap

in tokens, and is invariant to word order.

3.6.1.2 NLL

The NLL refers to the negative log likelihood of the ground truth sequence under the model. A

lower value indicates that the model fits the data better.

3.6.1.3 BLEU

The BLEU score measures the overlap of n-grams between ground truth and generated ques-

tions. We calculate the corpus-level BLEU.
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3.6.1.4 SOWE

SOWE refers to the cosine similarity between the sum of word embeddings for the ground truth

and generated questions, and attempts to measure the similarity in meaning rather than tokens

between the two sequences.

3.6.1.5 QA

QA refers to the mean F1 score attained by a question answering model when it attempts to

answer the generated questions, and measures the relevance of generated questions. It can also

be seen as a form of reconstruction score, since we should be able to recover the answer that

was originally used to generate a question.

3.6.1.6 LM

We measure the fluency of language by calculating the perplexity of generated questions under

a pre-trained LSTM language model, and report this as the LM score. A lower perplexity

indicates a more probable sequence.

3.6.1.7 Disc

We experiment with using a discriminator, described in detail in Section 5.3, to estimate the

probability that a given sequence was generated rather than coming from the ground truth

data. The discriminator score therefore measures the similarity of generated questions to the

ground truth data, with a higher score indicating that a model was more successful at fooling

the discriminator.

3.6.2 Results

In Table 3.2 we show the values of the automatic evaluation metrics for these models, and

compare to other published results in Table 3.3. Some examples of generated questions are

given in Tables 3.4, 3.5 and 3.6.

We compare models with and without the advanced condition encoding (ACE), and with

the context cropped to varying numbers of sentences around the answer span5. We also perform

some ablation studies by disabling various components of the model.

5The number refers to the number of additional sentences included either side of the sentence containing the
answer. For example, 0 means we keep only the sentence containing the answer, while 1 means we also include 1
sentence either side for a total of 3 sentences.
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Baseline 20.1 - 9.4 85.3 27.8 1328 20.7
- - X X X X 46.7 37.6 14.8 91.1 64.9 73.2 7.7
X - X X X X 47.6 37.9 15.0 91.3 65.9 69.6 9.5
- 1 X X X X 45.9 40.6 13.2 90.6 64.5 65.5 7.1
X 1 X X X X 47.0 40.9 14.6 91.1 67.5 67.0 9.0
- 3 X X X X 46.2 38.3 13.6 90.9 65.4 60.7 7.1
X 3 X X X X 47.1 39.0 14.2 91.0 66.5 62.8 8.3
- 5 X X X X 46.0 38.1 13.7 90.9 64.9 59.1 7.2
X 5 X X X X 47.3 37.9 14.5 91.3 66.3 63.2 9.4
X - X - X X 29.8 49.7 3.8 88.3 47.9 1299 33.1
X - - X X X 4.5 96.4 - - 20.9 6062 99.1
X 3 X X - X 46.7 39.0 13.6 90.8 65.5 62.7 8.7
X 3 X X X - 46.5 38.6 13.9 91.0 64.7 58.1 8.2

Ground truth - - - - 71.2 101.5 -

Table 3.2: Automatic evaluation metrics evaluated on various model configurations. The bottom row
shows the scores attained by our QA and language models on ground truth questions. The
best scores for each metric are highlighted in bold.

The baseline model refers to the PCFG-Trans rule-based system (Heilman 2011) as mod-

ified for SQuAD by Zhou et al. (2018).

The ACE improves many of the automatic metrics, although by only a slim margin of 0.2

BLEU points. Cropping the inputs to only the sentence containing the answer span improves

the relevance of generated questions, with a QA system more likely to find the correct answer.

Note that the full, un-cropped context was used as input for the QA system, and the improved

score is not because the QA task was easier for the cropped models.

There is a reduction in performance for metrics other than QA when the context is cropped,

although this loss is smaller for the models with ACE; cropping decreases the BLEU by 0.4

points for the model with ACE, compare to 1.6 points without. We conclude that the ACE
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allows the model to extract a more useful condition encoding, which is particularly important

when there is less information available to the model.

The model without a pointer network manages to generate questions, but the small size of

the shortlist vocabulary means that these are often low relevance, attaining poor scores in all

metrics.

The model that only uses a pointer network struggles to generate meaningful sequences

at all, and receives very poor scores in almost all metrics. The discriminator score appears

anomalous, and we discuss it in more detail in Section 5.5.

Disabling the auxiliary entropy or suppression losses leads to a small reduction in perfor-

mance of 0.6 and 0.3 BLEU points respectively.

The language model perplexity is generally better for generated questions than for ground

truth questions. This is actually to be expected, as the generated questions are effectively sam-

ples from a conditional language model trained on the same data as the language model used

to evaluate them. This is somewhat problematic, and we would ideally evaluate the language

quality using a different approach. We discuss this further in Section 5.3.

Model Source BLEU

PCFG-Trans Zhou et al. (2018) 9.31
Baseline Our result 9.4

Seq2Seq + attn (no pointer) Zhou et al. (2018) 3.06
Seq2Seq + attn (no pointer) Our result 3.8

Advanced Condition Encoding (ACE) Yuan et al. (2017) 10.2
Advanced Condition Encoding (ACE) Our result 15.0

Table 3.3: Comparison of BLEU scores against other published results

The model with advanced condition encoding corresponds to the model labelled “Our

model" in Yuan et al. (2017). They report a BLEU score of 10.2, while our implementation

gives a BLEU of 15.0. We confirmed with the authors that we had replicated their intended

model correctly, and believe the discrepancy may be due to the use of instance level BLEU

scores rather than corpus level (see Section 2.5.1). Our evaluations of other configurations

agree with the results given by Zhou et al. (2018), as shown in Table 3.3, supporting this theory.
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Figure 3.4: Distribution of scores for the uncropped model with ACE.

Figure 3.4 shows the distribution of various metrics across the test set. The instance-level

BLEU score is heavily skewed towards zero, as discussed in Section 2.5.1.

Table 3.4 shows generated questions for a relatively easy example. Although none of

the models is able to generate the ground truth question, most of them are able to generate a

question that is essentially a paraphrase of the correct question. For this example, the model

without pointer network is able to generate a very convincing question, despite only being able

to use a shortlist vocabulary of 2000 words. The model that is only able to copy fails to generate

a structured sequence at all.

Table 3.5 shows a much harder example - correctly generating the ground truth question

requires coreference resolution to determine that “the two" refers to “l" and “p", which is itself

a non-trivial task. Many of the models are nonetheless able to generate convincing questions.

In this example, the subject matter is sufficiently different to that of the training examples that

the model without copy mechanism is not able to understand the context, and fails to generate

a structured sequence.

Table 3.6 reveals a curious effect - some of the models have generated questions about

“Darwin" or “Gaddafi", despite there being no reference to these people in the context. These

models have correctly attempted to ask a question about a person, but have failed to select the

correct one. Initially, it is not obvious why they are able to generate these names at all - in fact,

they form part of the shortlist vocabulary. We investigate this further in Chapter 4.
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Context
from 2005 to 2014 , there were two major league soccer teams in los angeles — the la
galaxy and chivas usa — that both played at the stubhub center and were local rivals
. however , chivas were suspended following the 2014 mls season , with a second mls
team scheduled to return in 2018 .

Answer
stubhub center

Ground Truth Question
what was the name of the stadium that the teams played in ?

Seq2Seq +attn +pointer
where were the la galaxy and chivas usa located ?

ACE
where did the la galaxy and chivas usa occur ?

Seq2Seq +attn +pointer, crop window = 1
where did the la galaxy and chivas usa play ?

ACE, crop window = 1
where did the la galaxy and chivas usa play ?

Seq2Seq +attn +pointer, crop window = 3
where were the la galaxy and chivas usa ?

ACE, crop window = 3
where did the la galaxy and chivas usa play ?

Seq2Seq +attn +pointer, crop window = 5
where did the la galaxy and chivas usa play ?

ACE, crop window = 5
where did the la galaxy and chivas usa ?

ACE, no pointer
where did the team play ?

ACE, no shortlist
usa — — — — — — — — — — — — — — — — — — — — — — — — — —
— — — — — — — — — — — —

Table 3.4: Example generated questions, showing similar results for an easy case.
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Context
similarly , it is not known if l ( the set of all problems that can be solved in logarithmic
space ) is strictly contained in p or equal to p. again , there are many complexity
classes between the two , such as nl and nc , and it is not known if they are distinct
or equal classes .

Answer
nl and nc

Ground Truth Question
what are two complexity classes between l and p ?

Seq2Seq +attn +pointer
what are the complexity classes between the two ?

ACE
what are the two classes classes between the two ?

Seq2Seq +attn +pointer, crop window = 1
what are two complexity classes between the two ?

ACE, crop window = 1
what are two complexity classes between the two ?

Seq2Seq +attn +pointer, crop window = 3
what type of classes are two complexity classes between the two ?

ACE, crop window = 3
what are two complexity classes between the two ?

Seq2Seq +attn +pointer, crop window = 5
what are the two complexity classes between ?

ACE, crop window = 5
what are the two complexity classes between the two ?

ACE, no pointer
what are the two classes ?

ACE, no shortlist
l complexity contained contained contained [...]

Table 3.5: Example generated questions for a less easy example.
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Context
in december 1878 , tesla left graz and severed all relations with his family to hide
the fact that he dropped out of school . his friends thought that he had drowned
in the mur river . tesla went to maribor ( now in slovenia ) , where he worked as
a draftsman for 60 florins a month . he spent his spare time playing cards with local
men on the streets . in march 1879 , milutin tesla went to maribor to beg his son to
return home , but nikola refused . nikola suffered a nervous breakdown at around the
same time .

Answer
his friends thought that he had drowned in the mur river .

Ground Truth Question
what was tesla ’s friends ’ theory as to what became of him ?

Seq2Seq +attn +pointer
what did tesla ?

ACE
why did tesla when he had ?

Seq2Seq +attn +pointer, crop window = 1
what did darwin write about ?

ACE, crop window = 1
what did gaddafi ’s friends think ?

Seq2Seq +attn +pointer, crop window = 3
what did tesla do ?

ACE, crop window = 3
why did tesla die ?

Seq2Seq +attn +pointer, crop window = 5
what did tesla do ?

ACE, crop window = 5
why did tesla die ?

Table 3.6: Example generated questions, showing strange shortlist vocabulary.
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Copy mechanism

The pointer network, and its ability to copy words from the context document, are crucial for the

models ability to generate questions and to generalise to new domains. As shown in Table 3.2,

although the pointer network alone is not sufficient to generate good questions, its inclusion

in the model results in a large performance increase. The examples in Table 3.6 show that the

details of the implementation are important.

We investigate the pointer network in detail, and perform a number of experiments and

ablations to understand the implications of different implementation choices. While a number

of different approaches have been proposed (Gu et al. 2016a; Gulcehre et al. 2016; See et al.

2017), we do not know of any existing work that has compared these approaches.

4.1 Shortlist vocabulary selection
Yuan et al. (2017) use the top 2000 words by frequency from the SQuAD training contexts and

questions combined for the shortlist vocabulary. There are only 442 distinct context documents

in the training data, and so this vocabulary is not a good proxy for the most frequent words in

English in general. For example, “beyoncé" is the 445th most frequent word in SQuAD and

therefore is included in the shortlist, but seems unlikely to be so highly ranked across all written

English.

The choice of shortlist can potentially severely limit the ability of the model to generate

good questions. Early experiments accidentally used a shortlist constructed using only the

training contexts, which did not include a question mark - a major limitation for a question

generation system.
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4.2. Implicit biases during training Chapter 4. Copy mechanism

Figure 4.1 shows the distribution of frequencies of the top 2000 words in the SQuAD

questions. It appears to obey Zipf’s Law, which states that the frequency of a word in a corpus

is inversely proportional to its rank in the frequency table. Only a small set of words appear

frequently in the training questions.
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Figure 4.1: Plot of word frequency in SQuAD against the rank of that word in the frequency table.

4.1.1 GloVe

We experiment with an alternative choice of shortlist vocabulary, the top 2000 words from the

GloVe embeddings (Pennington et al. 2014). These are collected from a total of 6 billion tokens

(compared to the 13 million tokens that form the SQuAD training set), from the Wikipedia 2014

+ Gigaword 5 corpora, and are therefore a better representation of word frequency in English

in general.

4.2 Implicit biases during training
The process of training the model requires that we specify a ground truth question, with each

token in the sequence encoded as a one-hot vector in the combined shortlist and location vo-

cabularies. For the models in Chapter 3, the training data was encoded according to very
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straightforward heuristic, in keeping with the original formulation by Gulcehre et al. (2016).

If the token to be encoded exists in the shortlist vocabulary, it is encoded using that ID. If it

does not, but it does exist in the context vocabulary, then the heuristic simply finds the first

occurrence of the word in the context and encodes the token using that location.

For examples where the context vocabulary is orthogonal to the shortlist vocabulary (i.e.

there are no overlapping words) and the words in the context are not repeated, there is only

one way to encode the question, and this heuristic is sufficient. The pointer network was origi-

nally used in the context of NMT, where the source and target languages are different and have

vocabularies that are essentially non-overlapping. For the AQ task, the source and target lan-

guages are both English, and there is likely to be significant overlap between the shortlist and

location vocabularies.

The task can to an extent be viewed as a hybrid between an extractive and abstractive

task. At the extremes, we could either generate a question by only rearranging words from

the context (i.e. only using the pointer network) or by generating a dense representation of

the condition and only using that to generate a question (i.e. ignoring the attention and copy

mechanisms). Intuitively, the former seems like an easier task for a model to learn, and is the

approach taken by the non-neural models. We therefore experiment with switching the order

of the heuristic, such that the location vocabulary is prioritised over the shortlist vocabulary, to

bias the model to prefer copying over generating from the shortlist.

While Yuan et al. (2017) state that they use the same parameters for both the attention

mechanism and pointer network, they do not explain this decision. There is some overlap be-

tween the tasks they are designed to achieve; the attention mechanism was originally designed

to find alignments between source and target sequences (Bahdanau et al. 2014), but has also

been shown to attend more generally to parts of an input when performing a task (Selvaraju

et al. 2017). An attention mechanism can therefore allow the decoder to consider informa-

tion from different parts of the context, a different task to identifying locations that should be

copied.

We therefore experiment with a model that uses a separate attention mechanism and

pointer network.
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4.3 Copy location

Figure 4.2: Screenshot of our debug page, used for inspecting the pointer network behaviour during
inference. Words underlined in red were copied, while those underline in green were gener-
ated from the shortlist vocab. The answer is highlighted in bold. The mouseover shows that
the token “the"" was copied from early in the paragraph, rather than from near the answer.

Using the first occurence of a word in the context as the location to copy from is trivial to

implement, but seems unlikely to be optimal. Intuitively, we would expect the best source of

information for generating the question to be centered around the answer span, as confirmed

by the experiments in Chapter 3.

Although some abstractive behaviour might be desirable, this adds unnecessary complex-

ity to the task. The context is already made up of well formed language, and so a model that

performs a minimum of modification to this language might be expected to learn more easily

than one that must learn to generate language from scratch. It may be better for the model to

learn to copy contiguous phrases from the context if possible, only modifying where necessary.

Figure 4.2 shows the output of a debug tool for a model with copy priority, showing a

generated question and the vocabulary used to generated each token. Hovering over each copied

token shows the location from which it was copied. This example confirms that the model has

learned to copy words from early in the text, even though the word “the" appears just after the

answer span as part of a phrase that the model itself generated. This also shows that the model

is not copying contiguous phrases from the context, and has instead attempted to learn the more

difficult task of constructing these phrases from scratch.

We propose a modified “smart" heuristic for encoding word locations, given in Algo-

rithm 1.

This heuristic is designed to encourage the model to use tokens near the answer, and to

use contiguous phrases from the context where possible.
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Algorithm 1 Smart copy heuristic
if the token exists only once in the context then

use that location
else

if there are multiple instances
and the previously encoded token was from the location vocabulary
and the token at the next position in the context is the correct token then

use that position
else

find the occurence of the current token nearest the answer span

4.4 Set-based copy vocabulary
The methods stated so far effectively assume that there is only one correct location to copy

from, and that all words in the context are unique. This assumption often does not hold, and

there may exist multiple locations in the context with the same word. The network may there-

fore end up splitting probability mass between the correct word at different locations, resulting

in the wrong word being copied.

We convert the list of context words that form the context into a set of unique words, to

form a vocabulary that is non overlapping. The network therefore only has to find the correct

word in the context, irrespective of its location.

4.5 Latent training
The strength of deep models is that they are able to learn feature representations directly from

data, and so it makes sense that we should aim to remove as much bias as possible from the

training data. As we have already commented, if we do not take into account repeated words in

the context, the model may be forced to split probability mass between different occurrences of

the same word, resulting in poor predictions. This is also true for the case where words appear

both in the context and the shortlist vocabulary.

The switch variable can be viewed as a hidden latent variable whose correct value at each

time step is unknown, where only the final observed prediction should be used to calculate the

loss. We therefore train a model where the training data does not bias the switch either way,

and the value of the switch variable is learned implicitly.

We achieve this by using encoding each token as a k-hot vector, where any index that
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corresponds to the correct word is set to 1, across both the shortlist and location vocabularies.

The cross entropy loss is then calculated by summing the probabilities for all valid outputs,

before taking the log as normal. This loss therefore does not distinguish between the different

ways that the model can produce the correct word, and we refer to this approach as latent

training.

We also experiment with increasing the size of the hidden layers of the switch network for

the latent case, to test whether this might be a bottleneck in making good decisions regarding

when to copy.

4.6 Evaluation
Table 4.1 shows the automatic evaluation metrics for a number of variations on the implemen-

tation of the copy mechanism. We also repeat select results from Chapter 3 for convenience,

along with the performance of LM and QA models on the ground truth data.

Somewhat counter-intuitively, the performance of the model with a smart copy heuristic

is lower than with the naive heuristic. While the reasoning behind the smart approach seems

sounds, the bias it introduces evidently hinders learning rather than improving it. Biasing the

model to prioritise copying rather than the shortlist leads to a significant drop in performance,

although the language score does improve slightly.

The model that uses a GloVe shortlist vocabulary shows slightly improved perplexity under

the language model, but is otherwise marginally worse.

Training a model without biasing the switch variable leads to the highest F1 score, and also

gives significant improvement in the QA score, with only a small drop in BLEU score. Table 4.2

show the mean probability of generating a token by copying rather than from the shortlist. As

expected, the model trained with copy priority is most likely to copy. Removing the bias from

the training data allows the model to learn the right balance, with the copy probability falling

between the copy priority and normal (shortlist priority) models.

It can also be seen that including the smart copy heuristic lowers the probability of copy-

ing, implying that this heuristic prevents the model from learning to copy and thus hinders

performance.

1This model used a larger network for the switch variable
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Features Metrics
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Baseline 20.1 - 9.4 85.3 27.8 1328 20.7
- - - - - - - 47.6 37.9 15.0 91.3 65.9 69.6 9.5
3 - - - - - - 47.1 39.0 14.2 91.0 66.5 62.8 8.3
- - X - - - - 47.0 38.1 14.6 91.2 65.4 62.3 6.0
- - - - X - - 47.9 39.4 14.8 91.2 68.1 66.7 7.2
- - X - X - - 47.1 38.7 14.6 91.3 64.7 61.7 6.1
3 - - - - - X 47.0 38.8 14.1 91.0 64.8 60.8 9.0
3 X - - - - - 46.8 38.8 14.0 91.1 66.4 56.8 7.5
3 X - - - X - 44.7 43.3 10.6 90.1 59.8 57.7 5.9
3 - - X - - - 45.1 37.9 13.6 92.4 71.0 155 24.3
3 - - - X - - 47.0 39.2 13.9 91.0 66.3 58.8 8.2
3 - - - X1 - - 47.2 39.1 14.1 91.1 66.7 65.2 6.9
3 - - - X - X 46.6 39.2 13.9 90.8 65.8 67.8 7.7
3 - X - X - - 47.2 39.6 14.8 91.2 66.2 64.7 5.0
3 - X X - - - 47.4 38.2 16.3 91.8 69.0 91.1 9.3

Ground truth - - - - 71.2 101.5 -

Table 4.1: Automatic evaluation metrics evaluated on various configurations of the copy mechanism.
The bottom row shows the scores attained by our QA and language models on ground truth
questions. The best scores for each metric are highlighted in bold.

Increasing the capacity of the model by making the switch network larger or separating

out the copy and attention mechanism does not make a significant difference, implying that the

model primarily attends to the same part of the context that it is copying.

The model that converts the context to a set of distinct words achieves high NLL, SOWE

and an increase of 4.5% in the QA score. The examples in Table 4.3 give some insight into why

- this model has learned to copy long sections of text from the context document. This makes

the generated questions more specific to the region of the context around the answer, which

in turn improves the ability of a QA model to find that answer. However, it also attains the
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Model type Mean copy probability

No crop 0.150
Cropped 0.148
+ smart heuristic 0.136
+ copy priority 0.465
Latent training 0.156

Table 4.2: Copy probabilities for different models

worst LM score, implying that the language it produces is considered as less probable by the

language model. Qualitatively, this model seems to copy continuous phrases from the context

more often, which may be different to the questions that were used to train the language model.

The model that uses both a set-based copy vocabulary and a GloVe shortlist vocabulary

achieves the highest BLEU score, improving on the uncropped ACE model by 1.3 points, and

very competitive QA, F1 and NLL scores.

In general, the differences in performance are relatively small, and the examples shown

in Table 4.3 and 4.4 have only minor differences. It is only the model with copy priority that

achieves a significantly worse score. We conclude that the pointer network is a relatively robust

approach to generating language, that is not overly sensitive to the specific implementation.

While we have shown that the scores can be improved by optimising this aspect of the model,

many of the less optimal configurations are still able to produce good questions.

When the GloVe shortlist and latent training are both used for a model with cropping,

they bring performance back up to almost the same level as an uncropped model. As discussed

in Section 3.5.1, cropping improves training speed by a factor of 4, which is an important

consideration for the policy gradient experiments discussed in Chapter 5. Qualitatively, the

questions generated by this model appear to be slightly more fluent and specific than other

models.

Due to time constraints, this configuration was the best available model when we selected

a starting point for fine tuning with policy gradients, and we therefore use this configuration

as our starting point for policy gradient training. The results from our fine tuning experiments

should therefore be considered relative to the starting model, rather than in absolute terms.
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Context
the education service contracting scheme of the government provides financial as-
sistance for tuition and other school fees of students turned away from public high
schools because of enrollment overflows . the tuition fee supplement is geared to
students enrolled in priority courses in post–secondary and non–degree programmes
, including vocational and technical courses . the private education student financial
assistance is made available to underprivileged , but deserving high school graduates
, who wish to pursue college/technical education in private colleges and universities .

Answer
education service contracting

Ground Truth Question
what is the name of the scheme that provides tuition and fee assistance to students
due to excess enrollment ?

ACE
what contracting of the government provides financial assistance ?

ACE +latent training
who provides financial assistance for tuition ?

ACE +smart copy, crop window = 3
who provides financial assistance for tuition ?

ACE +copy priority +smart copy, , crop window = 3
what contracting scheme of the government ?

ACE +set vocab, crop window = 3
who provides financial assistance for tuition and other school fees of students turned
away from public high schools instead of enrollment overflows ? ”

ACE +latent training, crop window = 3
who provides scheme of the government ?

ACE +latent training +GloVe shortlist, crop window = 3
what part of the government provides financial assistance for tuition ?

ACE +set vocab +GloVe shortlist, crop window = 3
what contracting scheme of the government provides financial assistance for tuition ?

Table 4.3: Example generated questions for various approaches to the copy mechanism.
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Context
while primary chloroplasts have a double membrane from their cyanobacterial an-
cestor , secondary chloroplasts have additional membranes outside of the original two
, as a result of the secondary endosymbiotic event , when a nonphotosynthetic eu-
karyote engulfed a chloroplast-containing alga but failed to digest it - much like the
cyanobacterium at the beginning of this story . the engulfed alga was broken down
, leaving only its chloroplast , and sometimes its cell membrane and nucleus , form-
ing a chloroplast with three or four membranes - the two cyanobacterial membranes
, sometimes the eaten alga ’s cell membrane , and the phagosomal vacuole from the
host ’s cell membrane .

Answer
double

Ground Truth Question
what kind of membrane do primary chloroplasts have ?

ACE
secondary chloroplasts did primary chloroplasts have ?

ACE +latent training
what does secondary chloroplasts have ?

ACE +smart copy, crop window = 3
what do primary chloroplasts have ?

ACE +copy priority +smart copy, , crop window = 3
what kind of membrane was primary chloroplasts ?

ACE +set vocab, crop window = 3
what kind of membrane do secondary chloroplasts have from their cyanobacterial
ancestor ? .

ACE +latent training, crop window = 3
what do primary chloroplasts have ?

ACE +latent training +GloVe shortlist, crop window = 3
what kind of membrane do primary chloroplasts have ?

ACE +set vocab +GloVe shortlist, crop window = 3
what do primary chloroplasts have from their cyanobacterial ancestor ?

Table 4.4: Example generated questions for various approaches to the copy mechanism.

63



Chapter 5

Non differentiable training objectives

As observed in Section 2.5.2, the problem of generating questions is a one-to-many problem,

with multiple valid questions and phrasings for each input. Additionally, the process of teacher

forcing leads to exposure bias, where the model is unable to learn from its mistakes. In the

absence of multiple ground truth questions for each answer, it is therefore desirable to optimise

the model directly on its performance, and to decouple it from the training data.

In this chapter, we follow Yuan et al. (2017) and fine tune a model to optimise rewards

from a QA and language model. We also experiment with a novel discriminator that learns the

reward directly from data, and with performing adversarial training where this discriminator is

updated concurrently with the question generator.

5.1 QA and LM
Yuan et al. (2017) argue that the question generation task can essentially be broken down into

two components: generating good language and generating a string that, when interpreted as a

question, gives the same answer as was used to generate it. This is reminiscent of the fluency

and adequacy criteria used to assess machine translation quality (e.g. (Bojar et al. 2016; Koehn

and Monz 2006)). To this end, they propose tuning the model to maximise these qualities by

using additional models as proxies, after an initial period of maximum likelihood training.

Specifically, the model is used to generate a complete question, which is evaluated and a

reward calculated. The parameters of the model are then updated to maximise this reward. We

assume for now that this reward is a good proxy for the question quality, and investigate this

assumption in Chapter 6.
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As discussed in Section 2.3.3, the use of beam search means we cannot calculate the

gradient of the reward with respect to the parameters, i.e. rewards calculated on generated

sequences are non-differentiable. REINFORCE (Williams 1992) can instead be used to train

the model by treating question generation as a sequential decision process, and updating this

decision policy.

To calculate the rewards, we use a pre-trained question answering system and a pre-trained

language model.

5.1.1 Language model reward

We use a LSTM language model, composed of an embedding lookup layer, a unidirectional

LSTM layer, and a dense output layer with softmax activation. Layer norm (J. L. Ba et al.

2016) and dropout (Srivastava et al. 2014) are applied to the recurrent layer. This model is

trained via minibatch gradient descent to maximise the conditional log likelihood of each token

in the sequence, given the previous tokens. The hyperparameters for the language model are

given in Table A.2.

Given a generated question, we calculate the reward as the negative perplexity of this

sequence under the language model, as given in Equation 2.6. We note that the language model

assigns a lower perplexity to our test set split than to the deveopment set, implying that the

ground truth questions in the development set use more complex language than those in the test

split.

PPL

Dev 114.44309
Test 101.47814

Table 5.1: Perplexities of the questions in our SQuAD development and test set splits, under the LSTM
language model.

5.1.2 Question answerability reward

To assess the adequacy or relevance of a generated question, we feed it as input to an automatic

question answering system. We then use the F1 score of the estimated answer compared to the

ground truth answer span as the reward. This can be seen as a form of reconstruction loss; the
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question was generated conditioned on the answer span, and should be specific and relevant

enough that it is possible to recover this answer.

Since the QA model will be used as a performance metric and a reward generator, QANet

(A. W. Yu et al. 2018) appeals for two reasons. Firstly, its high performance means that the

reward signal will be less noisy, as an objectively valid question is more likely to be answered

correctly by the model. Secondly, as a convolutional model it is computationally efficient,

making it less expensive to interleave into the training loop of another model. We use the open

source implementation of QANet in TensorFlow published by Kim (2018). The full model

architecture is shown in Figure 5.1.

Figure 5.1: QANet architecture diagram (A. W. Yu et al. 2018)

In order to reduce memory use such that the model could be trained on a single 12GB

GPU, we used the reduced size model proposed by Kim (2018), with a single attention head

rather than 8, and with 96 hidden units instead of the original 128. The performance of the
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trained model on the ground truth questions in our SQuAD development and test set splits is

shown in Table 5.2. We report the exact match score, which measures the percentage of answers

that were correct, and the F1 score, which measures the word overlap between predicted and

ground truth answers. Our scores are similar to those reported by Kim (2018), but are not

comparable due to the different dev/test split used.

The scores are calculated according to the method used for the SQuAD leaderboard (Ra-

jpurkar et al. 2016), which normalises answers for punctuation, articles and capitalisation be-

fore calculating the score1. Additionally, multiple valid answers are provided in the SQuAD

development set, corresponding to the various answers given by the crowdworkers. The score

for each context-question pair is given by the maximum over these possible answers. Since the

question generator only uses a single context-answer pair as input, we also report the scores for

the QA model using only the first possible answer, and use this as the baseline when evaluating

the answerability of generated questions.

Exact Match (EM) F1 score

Dev 67.1 77.1
Test 65.5 76.8

Test (single answer) 55.6 71.2

Table 5.2: QANet results on our SQuAD development and test set splits.

5.1.3 Training

We fine tune models using either the QA or the LM reward, and also using both concurrently.

Weightings for the rewards are given in Table A.4.

The process of beam searching does not maintain all the activations used to generate the

final sequence. In order to replicate this set of activations so that backpropagation can occur,

we use the generated sequence to teacher force the decoder. The REINFORCE loss given in

Equation 5.1 can then be applied to the teacher forced outputs, and the parameters updated

using the Adam optimiser. In other words, the teacher forcing is used to select the policy that

1Specifically, punctuation and the words “a", “an" and “the" are removed, and the string is converted to lower-
case.
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was actually chosen by beam search, and update the corresponding probability with the reward

it achieved.

∇L = ∇1
l

∑
t

(R(Ŷ )− µR
σR

) log π(ŷt|ŷ<t, D,A) (5.1)

5.2 Stability

In order to improve stability of the policy gradient training and to prevent the model from

forgetting what it has learned during the maximum likelihood phase, we follow Yuan et al.

(2017) and continue to train using a maximum likelihood objective on the ground truth data.

Each minibatch is then formed of an equal number of reward samples and maximum likelihood

samples.

We experimented with removing this maximum likelihood objective and training solely

using REINFORCE, and confirmed that training without this objective is indeed unstable, with

the model rapidly degenerating and producing unstructured sequences.

It is worth noting that the REINFORCE loss has a very similar form to the maximum

likelihood cross-entropy loss. Implementing this concurrent training is therefore quite straight-

forward, as the cross-entropy loss can be recovered by feeding the ground truth question as

input, with a reward of 1. Instead of selecting the policy that was used and updating according

to the reward, cross-entropy effectively updates the policy that should have been used, with unit

reward.

The µR and σR in Equation 5.1 refer to the mean and standard deviation of the rewards so

far, which can be calculated online. Yuan et al. (2017) found that some form of whitening was

important for training stability, and use a simple form of PopArt Hasselt et al. (2016) to de-

mean and normalise the rewards. Initial experiments using our model confirmed this, and we

found that using un-normalised rewards led to catastrophic forgetting, with the model rapidly

failing to generate any structured sequences.

Additionally, we found that we had to introduce two burn in periods to the second (policy

gradient) phase of training.
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Firstly, we implemented a simple learning rate schedule, which increased the learning rate

linearly from 0 to the normal value of 2 × 10−4 over the course of the first 200 steps. Without

this, the initial few steps were based on a noisy signal from the REINFORCE loss, and were

not smoothed by the Adam optimiser as its internal momentum calculating had not yet had a

chance to calibrate to the scale of the gradients.

Secondly, we found it necessary to let the rolling mean and variance calculations reach

a point of relative stability, by generating samples for a number of steps2 and updating these

rolling statistics before applying any parameter updates to the model.

In order to prevent the generator from cheating and learning to encode the answer directly

in the question, we implemented a hard form of answer suppression loss, by masking out the

answer span in the location softmax for questions that were passed to the QA model.

5.3 Discriminator
Although the use of a language model and QA system as reward generators makes intuitive

sense, and reflects existing evaluation methods for NMT (Bojar et al. 2016), it represents a

bias imposed on the model. We therefore experimented with a novel approach, using a neural

network that would effectively learn the reward directly. We designed a discriminator that

simply outputs the probability of an input question being “real" (as opposed to generated by a

model). This approach is similar to that used in GANs (Goodfellow et al. 2014), although we

initially used a fixed, pre-trained discriminator.

As discussed in Section 3.6, it is problematic if the evaluation metric takes a similar form

to the generator itself. The use of a learned discriminator is therefore appealing as it offers

an alternative evaluation metric. Theoretically, a properly designed, trained and regularised

discriminator would provide a single score representing the quality of a generated question

across all criteria.

5.3.1 Architecture

We used an architecture based on a modified QANet as shown in Figure 5.2, replacing the

output layers of the model to produce a single probability. Since the discriminator is also able

2We used 200 for our experiments.
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Stacked encoder block

Stacked encoder block

Stacked encoder block

QANet lower layers

Context Question

Answer

Mean across answer span

Concat

Output sigmoid
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Figure 5.2: Discriminator architecture diagram.

to consider a full context-question-answer triple as input (as opposed to a context-question pair

for the QA task), we fused this information in the output layers.

Specifically, we applied max pooling over time to the output of the first two encoders, and

we took the mean of the outputs of the third encoder that formed part of the answer span. These

three reduced encodings were concatenated, a 64 unit hidden layer with ReLU activation ap-

plied, and the output passed through a single unit sigmoid output layer. This architecture should

allow the model to consider properties of the generated sequence as a whole, its similarity to

the context document, and its similarity to the answer span.

5.3.2 Pre-training results

One advantage of using a model based on an existing architecture is that we can potentially

make use of transfer learning. Neural networks are powerful as they are able to learn feature
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representations rather than requiring these features be engineered, with layers in the network

closer to the input representing increasingly low level features. These low level features are

often independent of the task being solved (Y. Bengio 2011). We can therefore use the pa-

rameters for these layers learned for one task as initialisation for another task. Since we have

already trained a QANet model on a QA task, we experiment with using the parameters of all

layers except the output as initialisation for the discriminator. The model is then fine tuned on

the specific task of discriminating between generated and ground truth questions.

We pre-trained the discriminator using questions generated by our model, splitting our

training set into 80% training and 20% development. The accuracies on our development set

are shown in Table 5.3. A breakdown of these predictions is shown in Figure 5.3.

Initialisation Accuracy (0.5 threshold) Accuracy (0.2 threshold)

Random 76.5 75.0
QANet 69.5 79.0

Table 5.3: Discriminator accuracies.

While the accuracies for the two initialisation methods are comparable using a threshold

of 0.5, the model initialised with QANet converged in roughly 60% the time of the randomly

initialised model.

The confusion matrices (Figures 5.3 and 5.4) reveals that the discriminator initiated with

QANet reaches 79% accuracy by learning to classify almost all generated questions as being

fake, at the expense of misclassifying some of the ground truth examples. The RoC curve

suggests that the errors may be better balanced by selecting a decision threshold around 0.2,

and that the discriminator initialised using QANet is a more robust estimator, with a higher

area under curve (AUC). A threshold of 0.2 does indeed improve the accuracy of the QANet

initialised model, but not that of the random initialised model.

We note that although the accuracy gives some indication of the performance of the model,

we use the unthresholded probability as the reward, and so the choice of threshold does not

affect training with a discriminator objective. Since the model initialised with QANet is more

robust, we use it to generate rewards for the policy gradient training phase.

The generator is then trained in the same way as for the QA and LM rewards. We found it
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Figure 5.3: Pre-trained discriminator performance
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Figure 5.4: Pre-trained discriminator performance, initialised with QANet

was necessary to apply the same whitening procedure to the discriminator rewards to achieve

stable training.
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5.4 Adversarial training
Following Goodfellow et al. (2014), we experimented with jointly training both the question

generator and the discriminator. Both the question generator and discriminator were pre-

trained. The discriminator reward was applied to the generator as before, using REINFORCE.

After each training step, the discriminator was also updated by randomly selecting either the

ground truth or generated question for each context-answer pair in that minibatch.

5.5 Use as an evaluation metric
Initial experiments with an adversarial objective revealed a bug in the generator. The vocab-

ulary was being generated using only the contexts from the training set, the top 2000 words

of which does not include a question mark. The generator was therefore unable to produce a

question mark at the end of generated questions, but the questions otherwise looked reasonable,

and were evaluated as competitive by all automatic metrics. However, the jointly trained dis-

criminator was quickly able to learn that generated questions never contained question marks,

reaching almost 100% accuracy within a few hundred steps.

This suggests a possible use of the discriminator both as an automated debugging tool

for some models and as an alternative evaluation metric. It also suggests that our existing

evaluation metrics are potentially flawed and not robust. A QA system should perhaps be

trained not just to find the most likely answer, but also to determine whether an input question

should be answered at all. Similarly, it raises questions about our choice of language model

as a fluency metric - theoretically, a sequence without a question mark at the end should have

almost zero probability3 of occurring, and the perplexity of such a sequence under our language

model should reflect this.

A model like the discriminator, that is not biased by human intuitions about the task, also

has a major disadvantage: it is hard to interpret what features of a sequence it is using to

calculate the score. It may be that the discriminator learns to find a quirk of the output, as in the

example above, or that some very basic feature is actually a good predictor, such as sequence

length4.

3There are some questions in SQuAD that are stated as tasks, rather than questions.
4The correlation between discriminator score and sequence length is in fact very low (0.009), but it would
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As noted in Section 3.6, a discriminator trained on a competitive model assigned surpris-

ingly high scores to the model without a shortlist vocabulary, despite these generated questions

being almost entirely unstructured. This is further evidence that our discriminator is not in fact

assessing the overall quality of generated questions, but instead has identified some character-

istic that is structurally different for generated questions and has learned to exploit this.

5.6 Evaluation
Table 5.4 shows the automatic metrics for the models fine tuned on various rewards. We ad-

ditionally experimented with using a weighted combination of QA, LM and discriminator re-

wards, but were not able to achieve stable training - this may be possible with a different choice

of hyperparameters.
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Baseline 20.1 - 9.4 85.3 27.8 1328 20.7
No fine tuning 47.2 39.6 14.8 91.2 66.2 64.7 5.0

- X - - 44.8 38.9 12.9 90.9 62.5 51.3 6.5
X - - - 39.3 42.3 9.3 87.7 70.1 292 10.4
X X - - 45.7 39.1 12.2 90.9 68.2 48.4 7.9
- - X - 45.6 38.8 13.0 91.0 64.1 55.3 7.5
- - X X 44.8 46.0 12.1 91.0 63.7 65.2 15.8
X X X X 45.1 40.6 12.4 90.9 67.5 58.0 15.0

Ground truth - - - - 71.2 101.5 -

Table 5.4: Automatic evaluation metrics evaluated on models fine tuned using various rewards. The
bottom row shows the scores attained by our QA and language models on ground truth ques-
tions. The best scores for each metric are highlighted in bold.

be difficult to determine which features the discriminator score does correlate with, without first enumerating all
possible features.
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Training on a QA or LM reward improves these metrics compared to the un-tuned model,

but at the cost of a reduction in the other scores. The highest LM score is in fact achieved by

training on a weighted sum of both the QA and LM rewards, implying that this joint objective

improves stability.

Fine tuning on a reward generated by a pre-trained discriminator does not improve perfor-

mance, though it does not significantly deteriorate.

Adversarial training using only a discriminator reward, where the discriminator is also

updated, leads to the largest improvement in discriminator score, but otherwise leads to small

reductions in the other metrics. It is important to note that training is stable, meaning that

neither generator nor discriminator find an easy way to optimise their rewards by finding a

weakness in the other models architecture.

Including the QA and LM rewards in this adversarial training leads to improved QA, LM

and discriminator scores compared to the untuned model.

The examples given in Tables 5.5 and 5.6 demonstrate that the models tuned on either QA

or LM rewards have indeed increased these rewards at the cost of the other; the LM model is

more fluent but less specific, while the QA model often no longer forms complete questions but

exploits the behaviour of the QA model by simply quoting the phrase nearest the answer.

In the examples given, the model tuned adversarially with all three rewards appears to be

able to generate more natural questions.

We also note that for all choices of fine tuning reward, the BLEU similarity metric de-

creased. This is to be expected, as the process of fine tuning using policy gradients decouples

the objective from the training data, and the model no longer learns to replicate the ground truth

questions.
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Context
[...] the t. t. tsui gallery of chinese art opened in 1991 , displaying a representative
collection of the v & as approximately 16,000 objects from china , dating from the 4th
millennium bc to the present day . though the majority of art works on display date
from the ming and qing dynasties , there are exquisite examples of objects dating
from the tang dynasty and earlier periods . notably , a metre-high bronze head of the
buddha dated to c.750 ad and one of the oldest items a 2,000-year-old jade horse head
from a burial , other sculptures include life-size tomb guardians . [...]

Answer
ming and qing

Ground Truth Question
most of the chinese works of art in the far eastern collections date from which two
dynasties ?

No fine tuning
the majority of art works on display comes from whom ?

LM reward
who are the majority of the majority of art works on display ?

QA reward
the majority of art works on display date from ?

LM and QA reward
who were the majority of art works on display ?

Discriminator reward
the majority of all art works on display ?

Discriminator reward, adversarial discriminator
in what dynasties did the majority of art works on display ’s art begin ?

LM, QA and discriminator reward, adversarial discriminator
the majority of art works on display are which dynasties ?

Table 5.5: Example generated questions for various rewards, showing the models learn to optimise one
reward at the cost of others.
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Context
before the actual research explicitly devoted to the complexity of algorithmic prob-
lems started off , numerous foundations were laid out by various researchers . most
influential among these was the definition of turing machines by alan turing in 1936 ,
which turned out to be a very robust and flexible simplification of a computer .

Answer
1936

Ground Truth Question
in what year was the alan turing ’s definitional model of a computing device received
?

No fine tuning
in what year did alan turing ?

LM reward
in what year was turing machines ?

QA reward
alan turing in ?

LM and QA reward
in what year did alan ?

Discriminator reward
in what year did alan live ?

Discriminator reward, adversarial discriminator
where did alan turing definition ?

LM, QA and discriminator reward, adversarial discriminator
in what year was the definition of turing machines ?

Table 5.6: Example generated questions for various rewards. The model trained on a QA reward has
learned to simply point at the answer and exploit the QA model.
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Chapter 6

Summary of Results and Human

Evaluation

6.1 Results

Model Metrics
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Baseline 20.1 - 9.4 85.3 27.8 1328 20.7
ACE 47.6 37.9 15.0 91.3 65.9 69.6 9.5
ACE +set vocab +GloVe shortlist 47.4 38.2 16.3 91.8 69.0 91.1 9.3
ACE +latent training +GloVe shortlist 47.2 39.6 14.8 91.2 66.2 64.7 5.0
+ LM and QA reward 45.7 39.1 12.2 90.9 68.2 48.4 7.9
+ LM, QA and discriminator reward, ad-
versarial discriminator

45.1 40.6 12.4 90.9 67.5 58.0 15.0

QA - - - - 71.2 - -
LM - - - - - 101.5 -

Table 6.1: Automatic evaluation metrics. Bottom rows show scores for ground truth questions

Table 6.1 shows the automatic metrics for a subset of the models we have investigated. All

models outperform the baseline in each metric, except for the discriminator score - as discussed

in Section 5.5, this measure does not in general seem to be a good indicator of overall question

quality.
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Using a shortlist vocabulary constructed from the top 2000 words in GloVe, and using a

set-based vocabulary for the copy mechanism leads to an improvement in BLEU score over the

model with advanced condition encoding from Yuan et al. (2017). Both of these modifications

can be viewed as removing biases from the model, by choosing a more generalised shortlist

vocabulary and removing constraints on the switch network, allowing the model to learn the

optimal behaviour itself.

Further fine tuning using policy gradients does lead to improvements in the metrics be-

ing optimised, but may come at a cost to the other metrics. Tuning on two or more metrics

does lead to a balanced improvement in those metrics, but this relies on careful choices of

hyperparameters.

Tuning the model using an adversarial discriminator that is also updated leads to stable

training, but does not lead to improvements in the automatic metrics being considered.

Model Source BLEU

PCFG-Trans Zhou et al. (2018) 9.31
Baseline Our result (dev) 9.4
Baseline Our result (test) 9.6

Seq2Seq +attn Zhou et al. (2018) 3.06
Seq2Seq +attn Our result (dev) 4.0
Seq2Seq +attn Our result (test) 3.8

Advanced Condition Encoding Yuan et al. (2017) 10.2
Advanced Condition Encoding Our result (dev) 14.3
Advanced Condition Encoding Our result (test) 15.0

NQG++ Zhou et al. (2018) 13.3
M2S +cp Song et al. (2018) 12.6

QG +F +GAE Kumar et al. (2018b) 13.9
Dico-QG Gao et al. (2018) 16.4

Our best model Our result (dev) 15.5
Our best model Our result (test) 16.3

Table 6.2: Comparison of BLEU scores against other published results

Table 6.2 shows a comparison of our results against other published results. Unfortunately,

there is not yet a standard choice of development and test set splits, and so these results are not

strictly comparable. Our best performing model is nonetheless competitive, with our BLEU
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score of 16.3 very close to the best published result of 16.4. We note that our BLEU score is

higher on our test set than development, implying that the test set is perhaps easier.

6.2 Human evaluation

Model Fluency Relevance BLEU

Baseline 2.51 1.85 9.4
ACE 3.34 3.12 15.0

ACE +Set +Glove 3.51 3.42 16.3
ACE +Latent +Glove 3.37 3.17 14.8

ACE +QA +LM 3.05 2.75 12.2
ACE +Adver. disc 2.89 2.82 12.4

Ground Truth 4.67 4.72 -

Table 6.3: Summary of human evaluation of selected models

Table 6.3 shows a comparison of the models evaluated by human scorers, along with their

respective BLEU scores. Three workers evaluated a total of 300 questions each.

Overall, the ranking of the models by human scores is almost the same as for automatic

scores - while the instance level BLEU may not be a perfect measure of the quality of a question,

it seems that it is sufficient for our purposes. In particular, all neural models tested outperformed

the baseline by a considerable margin, but there is still a significant gap to the ground truth

questions.

The fluency scores for the models are all higher than the relevancy scores - the models are

better at generating coherent language than identify the relevant parts of the context.

Interestingly, the ground truth data is not always assigned a perfect score by the human

workers. As shown in Section 2.1.1, some of the crowdsourced questions are misspelled or

difficult to answer.

Figure 6.1 shows the distribution of scores for each model, while Figure 6.2 shows the

fraction of questions achieving the top score of 5 for each model. The variance in the quality of

the questions generated by the neural models seems to be comparable, and none of the models

have learned a “riskier" approach that produces more high quality questions at the cost of more

complete failures.
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Figure 6.1: Distribution of scores for models

The models that were fine tuned using policy gradients are not rated more highly than the

untuned model. We conclude that although policy gradient training improves the performance

on the automated metric used as a reward, these higher rewards are not necessarily caused by

genuine improvements in question quality.

The mean of the pairwise inter-rater Fleiss’ Kappa (L. Fleiss 1971) agreement metrics

was 0.45 for fluency, and 0.44 for relevance1, corresponding to moderate agreement. A score

of 0 corresponds to workers assigning random ratings, and a score of 1 to perfect agreement

between workers. Since the scores are not strictly different categories, we also calculate the

mean pairwise correlation coefficient as 0.95 for fluency and 0.97 for relevance.

Figure 6.4 compares the automatic QA and LM scores against their human counterparts,

relevance and fluency. Although in both cases the automatic and human scores are correlated,

1Since the source model for each question presented to the worker was randomly selected at each step, not all
ratings were for the same model and sample. The number of questions rated by all three workers was therefore
very low.
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Figure 6.2: Fraction of generation questions achieving scores of 5 in fluency or relevance, by model.

there is still significant noise, and the automatic metrics are far from being ideal proxies for the

human scores. While improving the relevance of a question is likely to improve the ability of

a QA model to answer it (and similarly for fluency and LM perplexity), we conclude that the

inverse is not necessarily true, and tuning on a automatic reward may simply cause the model

to learn to exploit the imperfections of that metric.

Adversarial training, where the reward model is able to adapt and theoretically avoid such

exploitation, also did not lead to an improvement in question quality.

6.3 Error analysis
The confusion matrix in Figure 6.5 shows that the model is often able to correctly select the

correct interrogative. There is a strong bias towards selecting “what", which fits with the ob-

servation in Figure 2.1 that this is the most common interrogative in the training data by far.

Figure 6.6 shows the distribution of various metrics, split by interrogative. “Who" and

“when" questions achieve a higher QA score, since such questions are answered by either dates
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Figure 6.3: Distribution of scores assigned by workers

or named entities, which are easier to identify within a context document. “Which" questions

achieve a poor (high) language model perplexity, since they are a more general class of question

and are likely to be longer and involve more complex language.

Qualitatively, the generated questions are often close to being good quality, but the model

often misses out one or more words that are necessary for the sequence to make sense. On the

other hand, the model occasionally degrades into the familiar RNN decoding noise, entering

a circular loop and repeating the same phrase repeatedly. The length penalty discussed in
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Figure 6.4: Comparison of automatic and human metrics

Section 2.5.2 can be modified to balance both of these types of errors, but this presents another

hyperparameter to be optimised. It is possible that a variant of the coverage mechanism (Tu

et al. 2016) might be used to reduce these types of errors.
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Figure 6.5: Confusion matrix of interrogative words between ground truth and generated questions for
the uncropped model with ACE.

6.4 Novel metrics

We experimented with training a discriminator to estimate the similarity of a generated question

to the ground truth data. Figure 6.7 shows this discriminator score plotted against the human

relevance scores. With a correlation of -0.158, it can be seen that the discriminator is not a

good predictor of question quality.

Figure 6.8 shows our experimental SOWE metric against human relevance scores. We

experimented with use the cosine similarity between the sums of word embeddings between

ground truth and generated questions, based on observations by White et al. (2018) that this

captures significant semantic information about a sentence.

We find there is a correlation of 0.336 between the human relevance score and the SOWE
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Figure 6.6: Scores split by question type for the uncropped model with ACE.

metric. While it appears to be able to identify completely irrelevant sentences, a high SOWE

score does not seem to be a good predictor of the relevance of a question. The use of embedding

similarity as an evaluation metric has a number of desirable properties, being fast to calculate

and insensitive to particular word choice, but this particular formulation is not sufficiently ac-

curate as to be useful.
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Figure 6.7: Discriminator score against human relevance scores
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Figure 6.8: SOWE metric against human relevance scores
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Chapter 7

Conclusion

7.1 Summary

Generating natural language questions from a document and answer is a challenging task,

requiring both understanding of the input text and the ability to generate convincing and rele-

vant language.

This work aimed to evaluate and examine the current models in the field, and we answered

four research questions to this effect.

We found that we were able to generate natural language questions about a document, and

that these outperformed baseline non-neural models when assessed by human evaluators.

We found that removing constraints and biases from the model improved its ability to gen-

erate convincing language, and showed that the pointer network is a relatively robust method

for generating language.
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7.2. Future work Chapter 7. Conclusion

We showed that policy gradient and adversarial techniques can be used to increase the

scores attained by generated questions.

The use of external models as proxies for the fluency and relevance of a question is useful,

but we found that these are not perfect replacements, with only a moderate level of agreement

between human and machine.

7.2 Future work
Following the observations made by White et al. (2018), we briefly experimented with training

a model on a loss function that measured the embedding similarity between predicted and

ground truth tokens, to reduce the reliance on the training data and reduce exposure bias.

As we noted in Chapter 1, a machine learning system can be improved by considering three

main aspects: those of the model design, the training scheme, and the inference method used

for sampling from the model. While we considered the first two, we did not investigate possible

approaches for improving decoding from the model. Diverse beam search (Vijayakumar et al.

2016) has been shown to improve diversity of sampled sequences, by tackling the propensity

of beam search to generate sequences that are strongly biased by the first few tokens sampled.

Regarding the non-differentiability of beam search, Goyal et al. (2017) showed that by using a

continuous approximation to the hard argmax function, it is possible to perform beam search

in a differentiable manner. This might then allow the parameters of the model to be updated

directly and without the stability issues common to policy gradient training.

The decision to train using rewards generated by external models was, to an extent, forced

on us by the lack of diverse ground truth data. Our repurposing of a QA dataset means there is

only one question per answer, and it would be valuable to tackle this issue directly by generating

a dedicated question generation dataset.

While we found that a reward based on a neural model is not sufficient to improve the

quality of generated questions, the system could be used in an active learning context. Deployed

as a revision aid or automatic tutor, feedback from real users could be used to create a dedicated

question learning dataset and iteratively improve the model by training on this feedback.
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Appendix A

Hyperparameter values

Parameter Value

Learning rate 2× 10−4

Embedding dimension 200
RNN hidden units 768

Shortlist vocab size 2000
Dropout rate 0.3
Beam width 32

Entropy loss weight 0.01
Suppression loss weight 0.01

Table A.1: Hyperparameter values used for all model types

Parameter Value

Vocab size 20, 000
Embedding dimension 200

RNN hidden units 384
Dropout rate 0.3

Table A.2: Hyperparameter values used for language model

Model type Batch size

Uncropped 32
Cropped 64

Table A.3: Model specific batch sizes
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Appendix A. Hyperparameter values

Model type LM weight QA weight Discriminator weight

LM 0.1 - -
QA - 1.0 -

LM+QA 0.25 0.5 -
Disc - - 1.0

Disc+Adversarial - - 1.0
LM+QA+Disc 0.25 0.5 0.5

Table A.4: Model specific reward weights
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